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1. Introduction

The importance of vocabulary knowledge is evident to anyone who has ever read an
English text. Vocabulary learning, then, tends to come first in the Japanese classroom.
Vocabulary learning is repeatedly conducted and its progress is constantly measured. Some
students try to memorize new words by simply writing spellings, some pronounce new
words aloud, and some read a textbook again and again. In most cases, however, target
English words are paired and memorized with Japanese equivalents, and reversely,
Japanese equivalents are translated into target words. The method is conventional, but still
seems to be dominant among Japanese students.

Mnemonic techniques have been developed for facilitating memorization. They
assume that the recall of one idea promotes that of another, and the power of association is
related to high imagery of a cue for recall. The keyword method, a mnemonic technique
for learning vocabulary, constructs verbal and visual links between a target word and its
translation equivalent. The technique is superior to rote repetition, but less popular and is
rarely used in the classroom. Learners are required to find a keyword and create an
associative image. The effort of producing those recall cues, which are the key to the
mnemonic technique, is troublesome for beginning learners. The method may be effective
in facilitating the recall of concrete words, but not abstract words. This is because a
keyword is selected based on phonological similarity with a target word, and does not have
an inherent connection with the concept of a target word. Total Physical Response, a
method based on the coordination of speech and action, asks learners to follow commands
(imperative sentences) by moving their bodies. The comprehension through physical
behavior facilitates the recall of words and sentences. This method also finds difficulty with
abstract words. Abstract concepts, it seems, are not easily conveyed through pictures and

physical behavior. How to mediate abstract concepts is an unavoidable issue.



Traditionally, mind or reasoning has been accepted as being independent of bodily
experiences such as perception and bodily movement, but the paradigm is changing now. A
new perspective of cognition, /.e., embodied cognition, assumes that cognitive processes
are grounded in the body’s interactions with the world. Language meaning, then, “includes
patterns of embodied experience and perceptual structures of our sensibility (i.e., our mode
of perception, or orienting ourselves, and of interacting with other objects, events, or
persons)” (Johnson, 1987: 14). The new paradigm regards mind as being inherently
embodied, and abstract concepts as being largely based on metaphors of bodily and
physical concepts (Lakoff & Johnson, 1999). Metaphors are not figures of speech, but
patterns of cognition constituting the basis of abstract thought. If abstract concepts are
mostly understood in terms of bodily experiences, conceptual metaphors can provide
sensory-motor information related to conceptual content, and facilitate the recall of abstract
words as well as concrete words.

This dissertation is an attempt to establish a new mnemonic technique to recall
English expressions with hand gestures. The dissertation contains a literature review and
five related empirical studies. In Chapter 2, the author provides a literature review of a
wide range of studies on language and cognition. First, it deals with conventional
mnemonic techniques and strategies for second language learning. Second, the chapter
describes views related to imagery and memory by referring to the Imagery Debate of the
1970s, Paivio’s dual coding theory, and distinctive-relational processing of information.
Third, the chapter explains the interaction of body and mind by examining language
acquisition, various psychological phenomena, and gesture. Fourth, the chapter deals with
memory for action by asking why action phrases such as opening the window are better
retained when people perform the phrases than when they just listen to or read them.

Finally, the chapter reviews the background of embodied cognition by focusing on

(]

metaphor and metaphorical features of language (signed and spoken). In Chapter 3, the
author employs gesture images as recall cues and examines if the bilingual dual coding
theory (the dual coding theory applied to bilinguals) is valid for Japanese university
students learning English as a foreign language. After subjects conduct a task of translating
Japanese words and copying English words with and without gesture images, their recall is
tested. The results suggest that gesture images can function as effective recall cues. In
Chapter 4, the author employs abstract words as well as concrete words as recall targets,
and examines how word recall is influenced by word type and gesture-image presentation.
The results suggest that gesture images can facilitate the recall of abstract words as well,
though concrete words are better remembered either with or without gesture images. In
Chapter 5, the author demonstrates the effect of gesture performance in recalling words.
The control group watches a person pronouncing and enacting words, while the
experimental group watches a person pronouncing and enacting words, and copies the
actions. Gesture proves effective, and the reasons are discussed. In Chapter 6, the author
extends recall targets form word level to sentence level. Four types of verbs are employed
as the predicate of a sentence, and the predicates are enacted. The results suggest that
gesture is effective in recalling sentences with a predicate of any type. In Chapter 7, the
author further extends recall targets to paragraphs. A paragraph is divided into idea units,
which are grammatical segmentations. One word per each idea unit is enacted. The results
suggest that enactment of one word per each idea unit is ineffective in recalling the content
of a paragraph. Many possible reasons are discussed. In Chapter 8, the author summarizes
the findings of the five empirical studies elaborated in the preceding chapters, and states the

significance of learning English with gesture as well as implications for further research.



2. Literature review

Mnemonic effects of imagery have been known since the Greek and Roman age.
People have always looked for ways to help remember what they want to remember. In the
late 1960s, cognitive research on memory and imagery began to bring forth scientific
reports. Those reports indicated that people remembered linguistic items better when they
learned the items through mental imagery. In the early 1980s, some linguists began to
employ cognitive approaches for the investigation of conceptual organization of language.
Those linguists, then, assumed that human mind is not separated from bodily capacities
such as perception and motion. Language and perception are regarded as two overlapping
cognitive domains based on bodily experiences. Investigation into mnemonic effects of
mental representation now has to examine those findings and views.

This chapter thus aims to integrate findings from the previous research and reveal
controversial points which deserve attention for fiture research. The issues to be discussed
in this chapter are as follows: 1) mnemonics, 2) imagery and memory, 3) embodied

cognition, 4) gesture, 5) action memory, and 6) cognitive semantics.

2.1 Mnemonic strategies
2.1.1 Mnemonics

Before the invention of printing, mnemonics or memory improvement techniques
were used to retain vast stores of knowledge. Over the centuries, a great variety of
memory-enhancing techniques were developed. In the 1960s, ‘The Art of Memory’ by F.
Yates (1966), which described a detailed history of mnemonics, was widely read. For
example, the method of loci, a technique based on imagery, was introduced as one of the
oldest mnemonic devices. The mnemonic method teaches people to mentally walk through

a well-known place and associate things-to-ramember with locations in the place one by

one. The publication of The Mind of a Mnemonist by A. R. Luria (1968), a Russian
psychologist, was a great stimulus to English-speaking psychologists and promoted
scientific research on memory and imagery. A man with a vast memory was characterized
by his abnormally vivid visual imagination. Luria (1968: 30) says, “It was only natural,
then, that the visual quality of his recall was fundamental to his capacity for remembering
words. For when he heard or read a word it was at once converted into a visual image
corresponding with the object the word signified for him” (emphasis in the original).
Inspired by those stories, researchers and educators began to examine how mental imagery

worked for improving memory performance, and devised new mnemonic techniques.

2.1.2 Memory strategies for foreign language vocabulary learning

Mnemonic devices aid people to remember information which is difficult to recall by
integrating it into existing knowledge through some verbal or nonverbal cues. That is,
verbal or nonverbal (usually visual) cues serve as cognitive mediators between what is
known and what is to be remembered, and help people to retrieve target information. The
role of those mnemonic devices is highly important for language learning because learning
a foreign word is the process of associating an unknown word with an equivalent word and
its concept in a language which learners know. Today, mnemonic devices are not just
convenient tricks of remembering words and phrases; such devices can also be
transformed into effective strategies for developing language knowledge and performance.

In Language Learning Strategies (1990), R. L. Oxford offers a comprehensive
classification of language learning strategies. She divides language learning strategies into
two main classes, direct and indirect. Direct strategies directly mvolve the target language.
Direct strategies are further subdivided into three groups: memory strategies, cognitive

strategies, and compensation strategies. Memory strategies, concerned with the present



paper, consist of four sets: creating mental linkages, applving images and sounds,
reviewing well, and employing actions (Appendix A). The four sets further consist of
sub-strategies.

The Creating mental  linkages category is made up of gouping,
associating/elaborating, and placing new words into a context. Associating/elaborating
means “relating new language information to concepts already in memory” (p. 41) to
create associations in memory. Oxford insists that associations must be meaningful to the
learner. The association process is fundamental in image-using language learning. The
Applying images and sounds category includes using imagery, semantic mapping, using
keywords, and representing sounds in memory. Using imagery is a strategy for “relating
new language information to concepts in memory by means of meaningful visual imagery,
either in the mind or in an actual drawing” (p. 41). Oxford stated that the strategy can be
used to remember abstract words by associating such words with a visual symbol or a
picture of a concrete object. Is it really possible to associate abstract words with visual
symbols and pictures? How to perceive and retrieve abstract words is a main concern of
the present dissertation. Using keywords is a strategy for “remembering a new word by
using auditory and visual links” (p. 41), and representing sounds in memory is for
“remembering new language information according to its sound” (p. 42). In fact, auditory
and visual cues are essential ideas of the Keyword Method (discussed later). The Reviewing
well category contains one strategy called strucrured reviewing, which reviews new
language information carefully at spaced intervals. The Employing action category
contains two strategies: using physical responses or sensations, and wusing mechanical
technigues. Using physical responses is defined as “physically acting out a new expression
(e.g., going to the door), or meaningfully relating a new expression to a physical feeling or

sensation (e.g., warmth)” (p. 43). The idea of using physical responses is the core of James

J. Asher’s Total Physical Response (also discussed later).

2.1.3 Visual imagery approach: The keyword method

The most extensively studied mnemonic strategy for second language learning is the
Keyword Method. The strategy was devised by Atkinson (1975) to learn foreign language
vocabulary. The Keyword Method consists of two stages, a verbal association and a visual
imagery association. First, a word (usually a concrete word) in the native language is
chosen as a keyword, based on phonological similarity with a word to be learned in the
target language. Next, a mental image (usually a visual image) is constructed between the
keyword and the translation of the target word. Then, the sound of the target word triggers
the activation of the sound of the keyword, which in turn activates the interactive image,
resulting in the retrieval of the translation equivalent. By strengthening the associations,
learners are expected to retrieve the meaning of a target word as soon as they hear the word
pronounced.

Atkinson indicated that the Keyword Method enhances foreign language vocabulary
learning by demonstrating that the method facilitated the learning of Russian vocabulary.
He conducted an experiment of teaching 120 Russian words in three days. In the recall test
carried out on the fifth day, the keyword group recalled 72% of the items compared to 46%
by the control group, and in the delayed test six weeks later, the keyword group still
recalled 43%, while the comrol group recalled 28%. The recall differences were
significant.

At the same time, Atkinson raised the question of whether the experimenter should
supply the keyword or learners should generate their own keyword because his
experiments had indicated that the provided keyword worked better than the generated

keyword. Paivio and Desrochers (1981) stated that the results conflict with the usual



superiority of subject-generated imagery or verbal mediators in paired-associate learning
experiments, and suggested that “the difference may be attributable partly to the relative
difficulty of discovering appropriate mediators” (pp. 781-782). Here, the problem of
discovering appropriate mediators is not concerned with who originates the keyword, but
with what associative image the keyword evokes. Without creating a mental image which
firmly links a target word with its meaning, the keyword, experiment-provided or
learner-generated, does not seem to facilitate the recall of foreign vocabulary.

Paivio and Desrochers raised another quastion about the type of vocabulary to which
the Keyword Method can be applied. They speculated the possibility that the Keyword
Method might be less effective for abstract werds than concrete ones because imagery is an
essential element of the method and the imagery-evoking quality of the target word would
affect the procedure of the method. Pressley, Levin, and Miller (1981) conducted
experiments that English speaking children learned and recalled 20 Spanish words (10
concrete items and 10 abstract items). The means of the correct responses in the control
group was 26.8% for the concrete items and 17.9% for the abstract items, and those of the
correct responses in the basic keyword technique was 58.4% for the concrete items and
42.1% for the abstract items. They concluded that the Keyword method’s utility was not
limited to concrete words. In their experiments, the keywords for the abstract words were
highly concrete. Paivio and Desrochers (1981: 784) commented that concrete keywords
might have stimulated the children to coneretize the abstract words and made it easier to
recall their meanings.

The third question about the Keyword Method is the quality of the keyword as a
retrieval cue. It is a common idea to give prommence to the keyword. To enhance recall, a
visual image between the keyword and the target word is usually required to be as unique

as possible. Hulstijn (1997) described the tendency that the linking-image is constructed

“preferably in a salient, odd, or bizarre fashion™ (p. 204). This is because the selection of
the keyword is based upon phonological similarity with the target word; the keyword does
not have an inherent connection with the target word. Brown and Perry (1991) argued that
“semantic processing is not the main focus of the keyword method and should not produce
better retention for the meaning of a new L2 word than a method that relies more heavily
on semantic processing” (p. 658).

According to the levels-of-processing theory (Craik & Lockhart, 1972; Crak &
Tulving, 1975), memory retention improves as the process of information moves fiom a
shallow sensory level to a deeper semantic level, and elaboration at either level would
further enhance retention. With this theory in mind, Brown and Perry (1991) compared
three strategies: the keyword method, a semantic processing method, and a combined
keyword-semantic condition. The keyword group, provided with a new word, its definition,
and a keyword, practiced making interactive images. The semantic group, provided with a
new word, its definition, and two example sentences, was required to answer a question.
The keyword-semantic group, provided with a new word, its definition, a keyword, two
example sentences, and a question, practiced making interactive images. The experiment
showed that the keyword-semantic group had significantly better retention than the
keyword group and slightly better retention than the semantic group. The results
corresponded to the levels-of-processing theory, and suggested that the Keyword Method

is rather weak at making semanitic associations.

2.1.4 Motoric approach: Total physical response
James J. Asher, an American psychologist, originated Total Physical Response (TPR),
a language teaching method modeled on the process of infants” language acquisition.

Infants grow up in an interactive environment in which their caretakers often speak to them



in the form of commands and they respond physically. So, the method teaches language by
coordinating speech and motor activity. Asher indicated that action enhances the
comprehension of input items. In a TPR class, instructors direct a series of commands to
learners, and learners listen and respond to the commands by physically performing the
activities. For example, a typical TPR instruction contains commands such as Stand up,
Walk to the window, and Touch the window. In a cooperative classroom environment, such
activities can be both motivating and fun, and those linguistic expressions can be easily
assimilated by learners.

In a TPR class, listening skills are emphasized far more than speaking skills. Asher
believed that as listening comprehension develops, learners spontaneously begin to speak,
because he hypothesizes that “the brain and nervous system are biologically programmed
to acquire language, either the first or second, in a particular sequence and in a particular
mode. The sequence is listening before speaking and the mode is to synchronize language
with the individual’s body™ (Asher, 2000: part II, p. 4). He presumed that TPR takes
advantage of the brain lateralization. It has been believed that the left hemisphere is used
for dealing with verbal information while the right is for performing physical actions. So,
learners in a TPR class are considered to activate both sides of the brain. Similar simplistic
views on the brain lateralization and language acquisition can be found in articles from the
1980s (e.g., Danesi, 1988; Joiner, 1934).

Today, TPR is very popular and ofien used, especially for teaching a second
language to small children. But there are some problems with TPR. A most serious
problem is how to teach abstract vocabulary. In response to the problem, Asher (2000)
proposed two ways. One way 1s to use a flashcard with a foreign word on one side and a
native equivalent on the other. The card is mznipulated as a concrete item. For example, a

Japanese teacher of English, when introducing a new word such as government to the
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class, might give a student a command like “Tanaka, governmen: wo Yamada ni
nagenasai” (Tanaka, throw govermment to Yamada). In this approach, the act of throwing
is not related to the meaning of a word at all. The other is to present an abstract word in
context. For example, “Tokyo is the center of government for Japan.” However, Asher
confessed that he was not satisfied with these ways of teaching abstract words, and said,
“this is an interesting problem for future researchers to discover” (Asher, 2000: part I, p.

21).

2.1.5 Strategies Japanese learners of English use

Schmitt (1997) was unique in reporting vocabulary leamning strategies used by
Japanese learners. He compiled many vocabulary leaming strategies and completed a list
of 58 strategies for vocabulary learning. He organized the list mainly according to the
above mentioned system by Oxford and his own categories called discovery and
consolidation. Discovery strategies enable learners to discover an unfamiliar word by
guessing its meaning from various sources and contexts; on the other hand, consolidation
strategies aid learners to retain words.

The survey project was conducted with Japanese junior and senior high school
students, university students, and adult learners. Each group contained a total of 150
participants, bringing the total number to 600. All the subjects spoke Japanese as their first
language and had learned or were learning English at school. The results showed that 40
strategies were used and evaluated by the subjects (Appendix B). According to the results,
the most used strategies for consolidating meaning were verbal repetition (76%), writien
repetition (76%), study the spelling of a wond (74%), and so forth, while least used ones
were use physical action (13%), use cognates in study (10%), and use semantic maps (9%).

The most helpful strategies for consolidating meaning, the participants believed, were say



new words aloud (91%), written repetition (91%), connect word with synonyms/antonyms
(88%), and so forth, while least helpful ones were image words meaning (38%), use
cognate in study (34%), and the Keyword Method (31%). The results showed that the
Japanese correspondents preferred techniques which focus on word form, and had little
interest in mnemonic techniques using imagery and actions.

Schmitt (1997: 220) pointed out that the outstanding repetition of a word’s verbal
form or written form “can, at least, be attributable to the study style encouraged by the
Japanese school system; students are required to memorize English grammar and
vocabulary, usually through repetition.” O’Malley and Chamot (1990) reported the effect
of strategy training on learners with Hispanic and Asian backgrounds. The Hispanic
experiment group who had learned the training exceeded The Hispanic control group in
their vocabulary scores, while the Asian experimental group who learned the training
achieved poorly compared to the Asian control group which used their traditional rote
repetition strategy. Gu (2003: 18) concluded that, “‘strategies that work in one educational,
cultural, and linguistic context might not work in another.”

There is no doubt that role rehearsal such as repeating a word’s verbal and written
form is still widely employed in Japan. However, many scholars and teachers have tried
different techniques. Kohno (1984), for example, reported that kinesthetic information such
as facial expressions and gestures, as well as pictures, facilitated Japanese learners’ English
listening comprehension. Recently, teachers reported vocabulary teaching techniques
through communicative activities for elementary school children (Naoyama, 2002),
through illustrations (Teshima, 2002), and through illustrations and semantic maps for
Junior senior high school students (lkemura, 2002). In Japan, it appears that vocabulary
learning is changing from simply remembering words to learning words for use and

concept-formation.

As mnemonic techniques like the Keyword Method and TPR have been introduced,
simple rote repetition has become less popular than before. Repeating new words, however,
is a simple and handy strategy for beginning learners encountering many new words, or
even advanced learners trying to learn difficult words. On the other hand, mnemonic
strategies also contain certain limitations. Gu (2003) explained the advantages and
limitations of various vocabulary learning strategies in a comprehensive view of the subject.
Some limitations related to the present dissertation are as follows: Mnemonic techniques
tend to regard language learning as a memory problem and aim for retention of
paired-associates. Mnemonic techniques also tend to emphasize the one-to-one relationship
between form and meaning and neglect multiple meanings of a word in multiple contexts.

Therefore, it appears that abstract words are not suitable for mnemonic techniques.

2.2 Imagery and memory
2.2.1 Imagery debate

Today no one denies that they experience seeing images in their mind and that the
images are processed in the brain, but it is still not clear how mental images are represented.
In the 1970s and 80s, the question was severely debated from two opposite perspectives.
The argument was called magery Debate (Miyazaki, 1979). Some insisted that a mental
image, in the format of a picture in the mind, depicted the outer world. Kosslyn (1981), for
example, called mental images quasi-pictorial image representations. Others, for example
Pylyshyn (1973), insisted that a mental image. in the format of a proposition or a sentence in
the mind, described the world. He pointed out that the term fmage relied heavily on a picture
metaphor, because people referred to the clanty and vividness of images and talked about
the shapes and properties of the objects depicted in the images. He claimed that “when our

recollections are vague, it is always in the sense that certain perceptual qualities or attributes
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are absent or uncertain—not that there are geometrically definable pieces of a picture
missing” (p. 10), and that “one’s representation of a scene must contain already
differentiated and interpreted perceptual aspects. In other words, the representation is far
from being raw and, so to speak, in need of ‘perceptual’ (emphasis in the original)
interpretation” (p. 10). Pylyshyn believed that sensory data are not stored as they are, but
encoded into a finite number of concepts and relations, and are represented by logically
independent descriptive propositions.

Anderson (1978), however, suggested that the imagery debate is empirically
undecidable by claiming that “it will not be possible to establish whether an internal
representation is pictorial or propositional” (p. 249). Image Scanning, for example, is used
as evidence to support their own theory by both sides. Kosslyn, Ball, and Reiser (1978)
asked their subjects to learn a map of locations, form an image of the map, and focus their
attention at one place and then at another. They measured scanning time and found that the
further apart two locations were, the longer it took subjects to report that they could see a
second location in the image, though there was no time difference when they memorized a
list of location names. In the scanning experiment, the subjects experienced distance
between the imaged locations analogous to one between physical locations. Kosslyn et al.
interpreted that scanning a mental image was similar to scanning an actual picture. On the
other hand, Pylyshyn (1981) gave an alternative explanation of increased reaction time with
increased map distance. He assumed that the subjects estimated the time the scanning would
take because they already knew from their experience that it would take more time if they
walked or moved their eyes around for a longer distance. Anderson (1978) already stated
that “evidence for a particular representation was really evidence for a particular process and
that there was no good reason to associate the process with a particular presentation” (p.

262). His conclusion is that “it is not possible to decide between imaginal and propositional
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representations strictly on the basis of behavioral data” (p. 275).

Today, the debate about whether mental images are pictorial or propositional is no
longer concerned with formats which represent imagery, but a matter of how images are
perceived (Miyazaki, 1998). Reisberg and Chambers (1991) claimed that “images are
meaningful depictions, that is, they carry certain specifications about how they are to be
understood” (p. 350). They carried out two experiments. They showed 15 subjects an
outline drawing of Texas, rotated by 90 degrees, and told them to imagine the figure. The
subjects were then told to rotate the image at 90 degrees and identify the form. None of the
subjects found Texas in the rotated image. Interestingly, however, 8 subjects were able to
detect Texas when they drew a picture of the mental image. In the second experiment,
another 15 subjects, instead of rotating the mental image at 90 degrees, were told to regard a
particular side as the top of the form. Then, 7 subjects identified Texas. They were able to
identify their mental images as Texas by deciding the position of the top. Some part of a
mental image has a decisive meaning in the identification of the whole. The two
experiments show that identifying mental images depends on how they are understood. The
8 subjects visualized their imagination and the 7 subjects used knowledge. Chambers (1993)
stated that “both the depictive and descriptive aspects of images play a role in what is
represented in images, subsequently, what can be discovered from the images” (p. 93).

Mental representations are both imaginal and propositional, it is assumed.

2.2.2 Dual coding theory

In the last two decades, one of the most influential theories of mental imagery is
surely Paivio’s (1971, 1986) dual coding thecry. Replying to the criticism that images can
not represent general or abstract knowledge, Paivio (1977) claimed that it is common

knowledge among cognitive psychologists that general ideas are represented in the form of

15



prototype images. The concept ofa bird, for example, can be represented by the image of a
typical bird, like a sparrow or blackbird, rather than a penguin (Rosch, 1973). He also
claimed that an image need not carry the entire account for an abstract concept, because he
assumed that human cognition is both verbal and nonverbal, and any representation theory
should accommodate both functions. He then, proposed that verbal information and
nonverbal information are coded and represented in two independent, but partially
interconnected, symbolic systems: “one specialized for the representation and processing
of information concerning nonverbal objects and events, the other specialized for dealing
with language” (Paivio, 1986: 53). The nonverbal system is called imagery system because
“its critical functions include the analysis of scenes and the generation of mental images
(both functions encompassing other sensory modalities in addition to visual)” (p. 54). The
independence of the two systems implies that cognitive activity is mediated in the
nonverbal system or the verbal system alone, or simultaneously in both systems. The
interconnection implies that activity in one system can activate the other system. It means
that verbal information arouses imagery, and conversely, imagery can be expressed
verbally.

If verbal information and nonverbal information are coded and represented in dual
systems, how is our cognition or memory empirically explained? It is well known that
verbal recall of items presented as pictures is generally higher than that of items presented
as words. This is called picture superiority effect. The superiority of pictures in recall was
well explained in the frame of the dual coding theory. Paivio and Csapo (1973) used
pictures and words under four different conditions in their second experiment. Two groups
of subjects were required to write the names of objects when pictures of them were flashed
or to copy words when their spellings were flashed. Another two groups were required to

make a rough sketch of flashed pictures or of objects which words referred to. Then, the
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subjects were given an unexpected recall test. The task of sketching things drawn in the
pictures and that of copying words were under a single coding condition, while the task of
sketching things words refer to and that of writing the names of objects drawn in the
pictures were under a dual coding condition. The mean numbers of recalls under the
picture-word, the word-picture, and the picture-picture condition were more than double
the mean number of recall under the word-word condition. As for the high performance
under the dual condition, Paivio and Csapo believed that it could be attributed to the
additive effects of the verbal and imagery systems of the dual coding theory. On the other
hand, as for the high performance under the picture-picture condition, it was assumed that
the subjects might have labeled the pictures of common objects in their mind
spontaneously when they saw them. The low performance in the word-word condition was
explained by the idea that words do not easily evoke mental images.

Different words, however, have different image evoking capacities. Paivio, Yuille, and
Madigan (1968) asked subjects to rate 925 nouns along a 7-point scale in terms of imagery
or a word’s capacity to arise nonverbal images. Words (e.g., car) which quickly and easily
raised a metal image were given high imagery rating, while words (e.g., criferion) which
did so only with difficulty or not at all were given low imagery rating. In addition to
imagery, the difference between car and criterion were attributed to other factors. Paivio,
Yuille, and Madigan also asked different subjects to rate the same items, this time, in terms
of concreteness or directness toward sensory experiences. The word car was quite concrete,
and criferion was very abstract in the sense that people can not directly or bodily
experience it. The experiments found that imagery and concreteness were highly correlated
to each other (e.g., car was 6.87 in imagery and 7.00 in concreteness, while criterion was
1.87 and 1.97).

It is well-known that words and phrases which were rated high in concreteness were
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remembered better than word with low concreteness. This is called concrereness effects.
Paivio and Csapo (1973)°s first experiment employed pictures, concrete words, and
abstract words. They showed subjects slides of pictures, concrete words, and abstract
words, and asked them to label the pictures and copy the words on a sheet of paper. Then,
the subjects were given an unexpected recall test. Recall increased systematically from
abstract words, to concrete words, to pictures. This fact can be interpreted as follows:
pictures of common objects can readily evoke a verbal code as well as a nonverbal image,
and can be verbalized easily, while words can stimulate a verbal memory code, but coding
of words into imagery is assumed to be more difficult than coding of pictures into words,
especially in the case of abstract words. Pavio (1986) said that “high imagery items readily
evoke nonverbal imagery and that imaginal representations serve as a supplementary
memory code for item retrieval” (p. 159).

In addition to imagery and concreteness, Paivio, Yuille, and Madigan (1968) rated the
925 nouns in terms of meaningfulness by requiring subjects to write words associated with
each item in 30 seconds. They found that many words which are high in imagery and
concreteness also tend to be high in meaningfulness (e.g., car is 6.63 in meaningfulness,
while criterion is 3.00), but not the other way around. On the other hand, they found that
some words are low in imagery and concreteness but relatively high in meaningfulness.
Those which are high in imagery, concreteness, and meaningfulness are considered to be
typical concrete words, and those which are low in imagery and concreteness but high in
meaningfulness are considered to be typical abstract words. Pavio et al. assumed that
“abstract items derive their meaning largely from intraverbal experience” (p. 8), and
“highly concrete items, on the other hand, presumably are associated with both sensory and
verbal experience, which are reflected in their high 7 and m values” (emphasis in the

original: p. 8).

Paivio and Desrochers (1980) extended the dual coding theory to bilinguals and
hypothesized that a bilingual owns two language systems corresponding to the bilingual’s
two languages and one imagery system. The bilingual dual coding theory assumes that the
two verbal systems and the one imagery system are partly independent and partly
interconnected. Bilingualism was speculatively categorized into two types: the compound
and the coordinate (Weinreich, 1953). The compound type was presumed to control two
languages sharing one conceptual system, while the coordinate was presumed to control
two language systems and have two different conceptual systems, though Paivio regarded
the compound-coordinate distinction as a matter of degree, changing with individuals and
concepts. Paivio and Lambert (1981) tested the dual coding approach to bilingual memory.
They provided French-English bilingual subjects with a mixed list of pictures, French
words, and English words, and required them to write the English names of the pictures,
translate the French words, and copy the English words. The subjects were unexpectedly
asked to recall the generated English words. The word recall increased significantly from
single verbal processing (copying English words) to verbal-verbal processing (translation)
to verbal-nonverbal processing (labeling pictures). Paivio (1986) commented on the results
by saying “verbal and nonverbal episodic trace components are independent and that the

nonverbal (imaginal) component is mnemonically stronger than the verbal one” (p. 250).

2.2.3 Distinctiveness and relational processing

For memory retention in paired-associate leamning, roles of both relational and
item-specific or distinctive information have been emphasized (Hunt & Einstein, 1981).
Relational information is common mformation to input elements or events, while
distinctive information is unique to each element or event. In pair-associate learning, the

relational information serves to outline a set of words from other pairs, and the distinctive
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information serves to define the target word.

Marschark and Hunt (1989) tested concreteness effects (concrete words are
remembered better than abstract words) in terms of the relational-distinctive processing
rather than the dual coding theory. They assumed that concrete words are more distinctive
than abstract words, but the effect of distinctiveness depends on the prior activation of
relational information, and stated that “concreteness effects in memory depend on the
activation of relational information in retrieval” (p. 717).

The role of relational and distinctive information or relational and distinctive
processing of information was already mentioned in Paivio (1971). Based on results of
recognition tests, he reported that recognition memory scores increased from abstract
words, to concrete words, to pictures, and concluded that “imagery value is related to
discriminability” (p. 288). He also focused on associative function of imagery in
mnemonic techniques and stated that “the most effective ‘conceptual pegs’ (emphasis in
the original) are those that evoke images that are well differentiated from each other and at
the same time provide strong linkage to the appropriate response members of pairs™ (p.
293). Differentiation and association are not mutually exclusive.

Paivio, Khan, and Begg (2000) tested the recall of concrete and abstract
adjective-noun pairs under related and unrelated, and free and cued recall conditions. The
results were that the recall advantage of concreteness remained highly substantial for
unrelated as well as related pairs in both free and cued recall. In free recall, the ratio of
concrete pairs and abstract pairs was 3 to 1 under unrelated conditions and 2 to 1 under
related conditions. In cued recall, the ratio of concrete pairs and abstract pairs was 4 to 1
under unrelated conditions and slightly more than 2 to 1 under related condition. The
concreteness advantage was seen to be significant with unrelated pairs as well as with

related pairs in both tasks. The results were inconsistent with Marschark and Hunt’s
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assumption that concreteness effects in memory depend on the activation of relational
information. In their assumption, the concreteness effects should have been greater with
related pairs, especially in cued recall. Paivio reasoned from the dual coding theory that
“imagery enhances both distinctiveness (e.g., item-specific recognition) and relational
processing” (p. 156).

There is, however, another explanation for concreteness effects from the view point of
relational processing: a context availability model. This model assumed that abstract
materials have a disadvantage in memory and comprehension because “persons find it
more difficult to retrieve the associated contextual information from knowledge base
needed to augment comprehension for abstract concepts than concrete concepts”
(Schwanenflugel, 1991: 243) and “in meaningful, supportive contexts, abstract sentences
and words are comprehended as quickly as concrete ones™ (p. 239).

Sadoski, Goetz, and Avila (1995) compared recall testing of concrete and abstract
paragraphs about two historical figures (Michelangelo and James Madison). The
paragraphs varied in familiarity of information. According to the context availability model,
meaningful and familiar paragraphs, either concrete or abstract, would be equally recalled.
On the other hand, the concrete paragraphs would be recalled better than the abstract
paragraphs according to the dual coding theory, though the familiarity effect would work
independently. The recall of the Michelangelo concrete paragraph exceeded its equally
familiar abstract counterpant, and the tecall of the Madison concrete paragraph was
equivalent to that of its much more familiar abstract counterpart. The results were more
consistent with the dual coding theory that the verbal system and the imagery system,
which are independent and additive in processing information, can contribute to both the

distinctiveness and the relational processing of information.
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2.2.4 Neuropsychological evidence for concreteness

Kiehl, Liddle, Smith, Mendrek, Forster, and Hare (1999) investigated the neural
pathways involved in processing concrete and abstract words, using functional magnetic
resonance imaging (fMRI). Subjects, presented with concrete words and pseudo-words, or
abstract words and pseudo-words, were asked to decide if an item appearing is a real
English word. Analysis of fMRI indicated significant activation in the right anterior
temporal cortex in the processing of abstract words. Concrete words, on the other hand,
were recognized more rapidly and accurately than abstract words. They reasoned that
“execution of a lexical decision is associated with performance of the semantic processing
required to distinguish between concrete and abstract words”™ (p. 231) and “more extensive
semantic processing is required for the recognition of abstract words” (p. 231). Their
hypothesis, in which imagery was not taken into account, was consistent with the context
availability model in that additional contextual information facilitates a reduction of the
speed difference in the processing of concrete and abstract words.

Measuring the brain’s electrical activity, Holcomb, Kounios, Anderson, and West
(1999) examined event-related potentials (ERPs) during the processing of concrete and
abstract words which were semantically congruent, anomalous, or neutral with respect to
sentence context. The neutral sentences were congruous but did not provide any supportive
context for their final word (concrete or abstract). In the experiments, Holcomb et al.
focused on the so-called N400 wave, a component of ERPs peaking at approximately 400
msec. after the onset of a stimulus. They assumed that “the N400 reflects the process of
integrating semantic information into a relatively high level discourse” (p. 723). They
found that when the sentences were anomalous, concrete final words induced larger N400
than abstract final words. A similar effect was observed even with the neutral sentences.

The results were interpreted as ““a more effortful or involved integration process”™ (p. 723).
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On the other hand, the congruous sentences did not induce any significant ERP differences
between concrete and abstract final words. It implied that the presence of a supportive
context can contribute to the semantic integration of abstract words. Concrete effects,
however, cannot be reduced to the context availability because they found that “in the
anomalous sentences, the differences between concrete and abstract words varied
systematically across the scalp” (p. 730). It suggests that both word concreteness or
imagery and linguistic context can contribute to sentence processing in different ways. The
results were consistent with the dual coding theory rather than a single coding theory like
the context-availability model.

Jessen, Heun, Erb, Granath, Klose, Papassotiropoulos, and Grodd (2000) also
excluded a single coding theory and suggested a combination of both the dual coding
theory and the context availability model in order to explain concreteness effects. They
used even-related fMRI to detect brain areas which serve for concreteness effects. They
found greater activation in the lower right and left parietal lobes, and in some other areas,
during encoding of concrete nouns compared to abstract ones. Jessen et al. considered that
concreteness effects may result from greater verbal contextual information reflected by the
activation of the left parietal lobe and additional nonverbal information reflected by the
activation of the right parietal lobe. The right parietal lobe is known to be related to spatial
processing. They suggested that spatial imagery can be a cause of concreteness effects

because concrete objects are easily associated with space.

2.3 Embodied cognition
2.3.1 Color concepts
Color perception is a good example to show the involvement of embodiment in our

cognition. Color is a physical phenomenon of light. Its electromagnetic spectrum is filtered
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out through a complex neuropsychological process and visually perceived as colors. But
color experience is not only perceptual but also cognitive. Linguistic categories for color
were different in cultures because different languages seem to divide the visible spectrum
arbitrarily. Berlin and Kay (1969), however, found that there are eleven basic color terms
across cultures and stated that “color categorization is not random and the foci of basic
color terms are similar in all languages™ (p. 10). Rosch (1973) satated that Dani, a New
Guniea language, has only two basic color terms, nmli ( a category for dark and cool
colors) and mola ( a category for light and warm colors). In a series of experiments, she
found that when Dani people were asked for best examples for their two color categories,
they chose the focal colors, for example, black, green, or blue for nuil, and white, red, and
yellow for mola. She also found that those basic colors could be learned more rapidly and
remembered more easily than peripheral colors by Dani people who did not have names
for the basic colors.

The above research shows that boundaries between color ranges in the color spectrum
are different from language to language, but the best examples or the focal colors which
speakers in different languages recognize for basic color terms are very similar. This is
because colors do not objectively exist in the world without being related to human beings.
These facts implicate two considerable hypotheses: one is that linguistic concepts are
embodied in the sense that their acquisition is conditioned by human biological factors; the
other is that human beings acquire linguistic concepts through daily experiences in the
culture in which they live. In other words, language and concept could not be discussed

without consideration of the embodiment of cognition.
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2.3.2 Early evidence on embodied cognition

Early researchers have already found out some interesting evidence that human bodily
or sensorimotor experiences constitute a part of their cognition. Today, the phenomenon is
called embodied cognition. Kaden, Kapner, and Werner (1955), for example, showed that
both objects and words which have upward directional orientation are seen relatively
higher than those which have downward directional orientation. They first measured
subjects’ eye line which a subject experienced as his or her own eye level. They then
placed pictures of hands pointing upward or downward on the wall at each subject’s eye
level and instructed them to adjust the location of the pointing hands to their eye level if
they felt that the pictures were not at their eye levels. When they were asked to adjust, the
subjects shifted the upward-pointing hand lower than their eye level and the
downward-pointing hand higher. This is because the subjects felt that they had perceived
the upward-pointing hand above their eye line and the downward-pointing hand below.

Kaden et al. did the same experiment with verbal items, such as climbing and rising and

Jfalling and plhunging. The results were strikingly similar to those found in the picture

experiment.

Another interesting piece of evidence which suggests embodied cognition is semanitic
satiation. It is no doubt that the form and meaning of a word is inseparable: word form
denotes word meaning and word meaning is transmitted through word form. People,
however, often experience the loss of the meaning of'a word when the word is repeatedly
perceived or produced. This is called semantic satiation. Cognitive stability dissolves as a
result of verbal repetition. Miller (1963) demonstrated that physical activity related to word
meaning delays semantic satiation effect. He employed two simple action verbs, push and
lift, and instructed subjects to repeat pronouncing each word until it lost its meaning under

the following four conditions. In the first condition, subjects repeated each word
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performing the denoted action. In the second, they repeated pronouncing each word
performing action opposite to the denoted meaning (e.g., pulling action with the repetition
of push). The third condition was to repeat the pronunciation of each word performing an
irrelevant action (e.g., lifting action with the repetition of pust). The fourth condition was
no action accompaniment. He found that physical activity semantically consistent with the
repeated words caused the greatest delay in semantic satiation, activity opposite to word
meaning was the second, activity irrelevant to word meaning was the third, and semantic

satiation occurred in the shortest time with no action.

2.3.3 Concept formation in infants

Developmental psychologists have pointed out the importance of body-environment
interaction for concept formation. Werner and Kaplan (1963), for example, reported the
interactive process with the following examples. A 25-month-old infant referred to milk by
two distinct names: she referred to ‘milk as drunk out of a bottle” as mimi, and ‘milk as
drunk out of'a cup’ as fe. Both words described total situations in which milk was drunk by
the infant. Another infant used the word pin, by referring not only to the pin itself but also
to a piece of breadcrumb, to a fly, to a caterpillar, to all in the context of being picked up
from the floor. That is, the concept of the word pin for her contained something small to be
picked up with the fingers. Werner and Kaplan (1963) concluded that “the early names do
not depict stable, circumscribed things but rather refer to global events in which things and
the agent’s (the speaker’s) action upon things are intimately fused” (p. 118). Their
comment indicates that actions infants perform with objects constitute an important part of
their concepts of the objects.

Kobayashi (1997) emphasized the importance of action in forming concepts of

objects by demonstrating that young children used action information to make inferences
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about the identification of solid objects. In one experiment, she showed three groups of
children an egg-shaped glass object and called it #uta (a nonsense name). She then
demonstrated the action of rolling the object (shape-related action) to the first group and the
action of looking through it (material-related action) to the second group. To the third
group, she did not show any action, but just introduced the object as muta. In the test, she
handed all the children both an egg-shaped styrofoam object (an object of the same shape,
but of a different material) and a pyramid-shaped glass object (an object of a different
shape, but of the same material), and asked “which was muta?” The children’s inference
was influenced by the action information. The first group who had been shown the rolling
action tended to relate the shape of the object to the name muta, while the second group
who had been shown the looking-through action tended to relate the material of the object
to the name. The introduction of the name did not influence the third group’s inference
about their choice significantly.

Masataka (2000), using the same experimental format, investigated whether an
adult’s gesture (pantomime of action) related to the shape and material properties of objects
would influence children’s identification of objects. In his experiment, an experimenter
pretended to perform actions (for example, rolling an object in case of a ball-like object).
The results showed that the children significantly utilized the adult’s gesture for object
categorization much like children in Kabayashi (1997) did. Focusing on the role of action
in cognition, Masataka stated that ““developmentally, what young children are required to
do to learn a word is to bundle various modality-specific information stemming from
recurting experience with the hearing of the word, and to somehow combine the
information to represent a coherent and amodal notion” (p. 47).

The above research suggests that young infants tend to categorize objects and events

in terms of actions they perform on objects. Werner and Kaplan (1963) already explained

27



children’s concept formation process as follows: “the (pre-symbolic) world of the very
young infant is primarily one of things-of-actions, articulated in terms of
affective-sensory-motor patterns™ (p. 18). According to Werner and Kaplan, sensory-motor
and affective response patterns which an infant experience, at the next stage, “become the
means by which he comes to know objects, to reflect on them, to present them to himself.”
In other words, the cognitive stage called “the internalization of sensory-motor patterns”
has the function that “objects are given form, structure, and meaning through
inner-dynamic schematizing activity which shapes and intertwines the sensory, postural,
affective, and imaginal components of the organismic state” (p. 18). The inner
sensory-motor patterns which Werner and Kaplan observed correspond to what is now

called image schemas (discussed later) in the context of cognitive semantics.

2.4 Gesture
2.4.1 Early gesture

The emergence of gesture can be regarded as a process of symbol formation. Werner
and Kaplan (1963) described how gesture changes from responsive, expressive activity
through an imitative, depictive stage to context-independent, imaginative activity under the
heading of distancing. Distancing is a process in which a symbol form becomes less
identical and contiguous to the referent it stands for. Werner and Kaplan referred to
Piaget’s observations. Piaget’s two children at the age of nine to eleven months imitated
the opening and closing of the experimenter’s eyes by alternately opening and closing their
hands, mouth, or eyes. Another nine-month girl imitated Piaget’s action of sticking out his
tongue by consistently raising her forefinger. If a symbol is a unit of form (the signifier)

and concept (the signified), those gestures seem to have some distance or indirectness
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between the form and the content, because they were performed based on the
sensory-motor patterns the infants had acquired.

When one of Piaget’s daughters became two years and two months old, she let some
gravel trickle through her fingers and said, “It’s raining.” The girl, without being restricted
to the real situation, represented the imaginative event. Werner and Kaplan (1963) stated
that “at the beginning stages of symbolic play, where play sphere and reality sphere are
little differentiated, we may assume that from the child’s viewpoint he is what he
represents; there is little awareness of the body as being a mediim (emphasis in original) of
representation” (p.95). And more and more distanced gestures appear in make-believe
situations as infants grow older. For example, “one child represented a house by standing
erect with the arms slightly raised sidewise to indicate the roof; similarly, by bending down
he tried to represent a mountain” (p. 97). Those representative gestures were imaginatively
performed independently of the real situation. Little children who have learned to imitate
actions and events can later represent actions and events with gestures without the support

of concrete objects and real context.

2.4.2 Classification of gesture

The word gesiure generally means natural body movements (mainly hands and arms)
during speech. People gesture when they speak, and gesture and speech occur almost
simultaneously, and gestures ofien have similar meaning. Gesture has been classified into
different types by different researchers (e.g., Ekman & Friesen, 1969; McNeill, 1992). The
classification adopted here is a modification of the system employed by Kita (2000a) .

Gestures are generally divided nto conventionalized gestures and spontaneous
gestures, Conventionalized gestures are sign-like gestures whose hand shapes and

meanings are firmly conventionalized, and are often called emblems (Ekman & Friesen,
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1969). The OK sign is a good example of this type. Spontaneous gestures acquire their
timing or content from accompanied speech. Rhythmic gestures, which are called beats
(McNeill, 1992), are related to the rhythm of speech. Representational gestures, on the
other hand, are related to the meaning of speech. Deictic gestures, called deictics (McNeill,
1992), refer to things, persons, or locations by pointing. Depictive gestures represent forms
and meanings of the referents in the context. Iconic gestures, called iliustrations (Ekman &
Friesen, 1969) or iconics (McNeill, 1992), depict concrete objects and events. On the other

hand, metaphoric gestures, called mefaphorics (McNeill, 1992), visualize abstract meaning

in terms of metaphor.
conventionalized
rhythmic
spontaneous deictic
representational iconic

depictive

metaphoric

Figure 2-1 Gesture classification (kita, 2000a)

2.4.3 Features of gesture

McNeill and Duncan (2000: 142) observed a speaker raise his hand upward to depict
a character in a story climbing up, saying “and he climbed up the pipe.” The upward
gesture coincided with ‘up the pipe’. They inferred that “the speaker was thinking in terms
of a combination (emphasis in the original) of imagery and linguistic categorical content;

‘thought” (emphasis in the original) was in the form of a holistic image of the character

30

rising upward coordinated with the analytic, linguistically categorized meanings of ‘up’
and ‘the pipe’ (emphasis in the original)” (p. 142). Then, they stated that “the gesture and
its synchronized co-expressive speech express the same underlying idea unit but do not
necessarily express identical aspect of it” (pp. 142-143). As for gesture and language, De
Ruiter (2000) insisted that “most gestures cannot be associated with single lexical items”
(p.291) and concluded that “gestures do not have lexical affiliates but rather ‘conceptual
affiliates’ (emphasis in the original)” (p. 291). It is assumed that the human brain can
process holistic images and analytic linguistic components simultaneously, but natural
gesture is characterized as holistic and may not be decomposed into a lexical item or unit.

Another feature of natural, depictive gesture lies in its idiosyncrasy. McNeill and
Duncan (2000) commented that “they (gestures, added by the author) are not held to
standards of good form; instead they are created locally by speakers while they are
speaking” (p. 143) and “idiosyncratic gestures differ from arbitrary sound-meaning
pairings in which meaning plays a role in determining signifier shape™ (p. 143).

It is true that natural depictive gestures accompanying speech have no standards of
form because a particular individual makes a particular speech in a particular situation, but
different individuals often perform similar gestures. The concept of bigness, for example, is
usually demonstrated by moving one’s hands apart to show that the size of an object is big.
This is because the notion of bigness is derived from one’s daily experiences. In short,
natural gesture is idiosyncratic becavse it is not based on any code, however, it can also be

similar because people experience common physical and social activities.

2.4.4. Cognitive functions of gesture
A great deal is already known about what kind of gestures speakers perform, but little

is known about why people gesture when they speak. Emblems like the OK sign and
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deictic gestures such as referring to an object by pointing are communicatively intended
and effective in conversation. Depictive gestures are intentionally performed to convey
information to listeners in a particular situation, for example, in a noisy factory.

It is widely accepted that gesture is so closely integrated with speech that it should be
investigated as an integral part of the utterance. Kendon (1988) stated that the function of
gesture may be “looked at from a communicational point of view, whereby it appears as
one of the resources a speaker has for conveying meanings” (p.133). Then, an answer to
why people gesture when they talk is that gesture may play a role in the process of speech
production. One account is that gesture facilitates access to lexical memory. Rauscher,
Krauss, and Chen (1996) stated that gesture restriction affects speech fluency. They found
that people gestured more when the content of their speech was spatial than when was not,
and that people under the condition of preventing gesture spoke slowly when the content
was spatial than when was not. Another account is that gesture facilitates speech fluencey.
Rauscher et al. also found that restricting gesture led to increase in speech dyfluency (e.g.
long and short pauses, filled pauses, uncompleted and repeated words, and restarted
sentences).

Gesture surely plays a communicative role in speech, but there is some evidence to
suggest that communication is not the only function gesture serves. For example, why do
people often gesture on the phone? The most striking evidence is that blind people
spontaneously gesture when they talk (Iverson & Goldin-Meadow, 1998). They found that
congenitally blind children and adults gestured when they talked to sighted listeners. This
fact denies the possibility that congenitally blind speakers gesture simply because they
have seen others’ gesture and have learned how to move their hands when they talk. They
also found that congenitally blind speakers gestured even when they talked to blind

listeners. This fact denies the possibility that congenitally blind speakers gesture because
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they understand that gesture can convey useful information to the listener. Gesture,
therefore, requires no model. Iverson and Goldin-Meadow (1998) referred to the
possibility that “gestures that accompany speech may reflect, or even facilitate the thinking
that underlies speaking” (p. 228).

Alibali, Kita, and Young (2000) presented the hypothesis that gesture is assumed to
play a role in the process of conceptualization. Referring to McNeill (1992)’s ideas that
gesture, together with language, helps constitute thought, and that gesture reflects imagistic
mental representations which are activated at the moment of speaking, they hypothesized
that “gesture is involved in the conceprual planning (emphasis in the original) of the
message to be verbalized, in that gesture helps speakers to package (emphasis in the
original) spatial information into units appropriate for verbalization™ (pp. 594-595). To
prove the hypothesis, Alibali et al. executed two tasks with five-year-old children. In the
explanation task, children were required to explain whether some materials have the same
quantity in different conditions (e.g.. children first see two glasses of sand, then they
observe one glass of sand poured into a bowl). In the description task, the same material
was used in the same procedure, but children were simply asked to describe how two items
(e.g., a glass of sand and a bowl of sand) look different. The explanation task demanded
more constrained and complex thinking than the description task. The researchers,
therefore, supposed that children’s gesture production would differ in their replies if
gesture was involved in their conceptual planning. In fact, children in the explanation task
produced more gestures which described perceptual dimensions (e.g., height, width, shape)
of the items, and more gestures which differed in content from the accompanying speech.
The results suggest that gesture plays a role in the conceptual planning of speech and

contributes to speech production.
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MecNeill (1992) regarded an utterance not as a static sentence in speech or in writing,
but as a process that has an internal development and has a sentence as its final stage. He
called the peak of'the internal development or the underlying starting point of the sentence
growth point (p. 219). He hypothesized that the growth point is “a combination of image
and word, of image and linguistic meaning category” (p. 220), from which speech and
gesture are produced. In other words, speech and gesture are a single system or two aspects
of one process. Kita (2000b) conceptualized speech and gesture from the viewpoint of
separate streams of cognition. He hypothesized two modes of thinking: analytic thinking
and spatio-motoric thinking. Analytic thinking organizes information by structuring
abstract concepts like a ‘script’ (Schank & Abelson, 1977) or equivalents into linguistic
items. On the other hand, spatio-motoric thinking is “the type of thinking normally
employed when people interact with the physical environment, using the body (e.g., the
interaction with an object, locomotion, and imitating somebody else’s action)” (Kita,
2000b, p. 164) and *can also be applied to the virtual environment that is internally created
as imagery” (pp. 164-165). In short, analytic thinking deals with propositional knowledge,
while spatio-motoric thinking deals with imagery based on physical experiences. Whether
speech and gesture are explained in terms of a single conceptual process (as postulated by
McNeill) or dual (as hypothesized by Kita), the content of a word or a sentence consists
of propositional information and imaginal information. Speakers, therefore, can organize a
wider range of information for speaking by performing representational gestures and

actions in the virtual environment.

2.5 Action memory
In earlier laboratory research, memory retention was often investigated in terms of

verbal stimuli like word lists and visual stimuli like pictures, but performing an action was
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hardly considered to be relevant. Research on action memory began in the 1980s. In typical
action memory research, experimental groups are required to read action phrases such as
clap your hand, and stretch your legs and perform the denoted actions (subject-performed
tasks or SPTs), or listen to an experimenter read the phrases and watch the person perform
the actions (experimenter-performed tasks or EPTs), while control groups are asked to read
the phrases or listen to an experimenter read the phrases (verbal tasks or VTs). It is
acknowledged that recall in SPTs and EPTs is better than that in VTs. The memory
enhancement by action performance is called enactment effect. The results of action
memory experiments seem to be clear to everyone, but explanations of enactment effect

are controversial.

2.5.1 Controversial views on enactment effect

Saltz and Donnenwerth-Nolan (1981) assumed that the effect of enactment on action
memory was due to storage of motor images, not motor images stimulating visual images,
and tested their assumption by means of selective interference. Selective interference effect
means that when experimental subjects simultaneously do two tasks which use the same
coding system (e.g., two visual tasks or two motor tasks), they perform more poorly than
when doing two tasks which use different coding systems (e.g., a visual task and a motor
task). This is because storage capacity for motoric memory, for example, may be
overloaded by another motor task, not by a visual task, and vice versa. Saltz and
Donnenwerth-Nolan found that the recall was better in doing tasks using different coding
systems than using the same coding system. They insisted that visual processing and motor
or enactment processing call for a different coding system.

Engelkamp (2001) argued enactment effect from the viewpoint that motor activities

create different sensory experiences compared to verbal and visual experiences. He then
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doubted Paivio and Csapo (1973)’s second experiment (mentioned in 2.2.2.) employing
pictures and words. In their dual coding theory, the task of sketching flashed pictures and
that of sketching the referents of flashed words were regarded as visual encoding, but
Engelkamp pointed out the possibility that the behavior of sketching had a strong effect on
the enhanced recall performance by stating that “motor performance improves conceptual
and/or motor information or even other modality-specific information” (p. 60). One way to
test whether enhanced memory after enactment is at least partially due to motor
information is to compare recalls in SPTs and EPTs. According to Englkamp (2001: 62),
however, recall after SPTs are sometimes better and sometimes not, depending on the
experiments’ design and stimuli.

Kormi-Nouri, Nyberg, and Nilsson (1994) tested the effect of retrieval enactment on
recall of SPTs and VTs. They designed different encoding/retrieval conditions: dual
enactment (motor encoding and motor retrieval), single enactment (motor encoding and
verbal retrieval, verbal encoding and motor retrieval), and no enactment (verbal encoding
and verbal retrieval). The results showed an effect of encoding enactment but no additional
effect of dual enactment. The effect of retrieval enactment was restricted to action phrases
including word referring to body parts. Kormi-Nouri and Nilsson (2001) criticized the
motor encoding view by Saltz and Donnenwerth-Nolan (1981) and Englkamp (2001), and
stated that “the reason for the superior memory performance after motor encoding,
compared to only verbal encoding, is due 1o better self-involvement in the former than in
the latter case” (p. 98). They then assumed that “motor retrieval cues are not effective
because the stored information is in a verbal rather than in a motor code” because “if the
encoded information had been in motor code, motor cues would have been more effective

and an encoding specificity advantage would have been found” (p. 100).
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Instead, Kormi-Nouri and Nilsson considered enactment effect from two aspects.
First, enactment, as an action event, facilitates interaction between the subject and the
environment. The subjects are more involved in learning in SPTs than in VTs. “A better
self-involvement in action events helps a rememberer to be more aware of his action,
self-knowing, thereby leading to a better episodic memory” (p.105). Second, enactment
facilitates linking a particular action and a particular object into a memory unit with the
help of semantic knowledge (e.g., verb-object relation). In other words, encoding
enactment improves relational processing by integrating item-specific information.
Believing in a single coding processing, Kormi-Nouri and Nilsson insisted that action

performance facilitates the integration of action information with episodic memory.

2.5.2 Neuropsychological evidence for motor processing

Human cognition and action performance seem to be far more complicatedly
interrelated than people once believed. Brain imaging technology can bring new data on
brain functions for the processing of words and phrases associated with action.

Using Positron Emission Tomography (PET), Grafion, Fadiga, Arbib, and Rizzolatti
(1997) investigated how differently 1) observation of tools (e.g., razor), 2) silent naming
of the tools, and 3) silent naming of their use (e.g., to shave) would activate the brain. Tool
observation activated the left dorsal premotor cortex, and silent tool-naming activated
Broca’s area (mainly related 1o speech production) without any additional activation in the
dorsal premotor cortex. On the other hand, silent tool-use naming activated Broca’s area,
the dorsal premoter cortex, and the ventral motor cortex. The data shows that premotor
cortex can process action information from action—related objects. Grafton et al., then,
stated that “to categorize an object, it is not enough to have a description of its visual

characteristics” (p. 235) and that “the premotor activations found in the present study may
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subserve the motoric aspects of object semantics™ (p.235). Neural activity difference
between silent tool-naming and silent tool-use is very suggestive for the comprehension
and retrieval of object concepts.

Using Transcranial Magnetic Stimulation, Oliveri, Finocchiaro, Shapiro, Gangitano,
Caramazza, and Pascual-Leone (2004) investigated the following hypothesis: activation in
motor cortex increases during the retrieval of action verbs like rhirow and action-related
nouns like key, compared to that of non-action verbs like helong and non-action-related
nouns like c/ond. They found that the retrieval of action-related words, either verbs or
nouns, induces greater activation of the motor cortex than that of non-action words.
Activation in the motor cortex is related to motor properties, not grammatical categories of
words. Oliveri et al., then, proposed two possibilities for the neural activation at the time of
retrieving action words. One is that “motor schemata associated with a given word are
embedded within its cortical representation, and are activated automatically whenever that
word is retrieved” (p.377). The other is that “word production sometimes leads to the
corollary generation of mental images related to the concept being retrieved. It might then
be the case that the increased amplitude of the motor response is related to these
(epiphenomenal) motor images, rather than to the semantics of the word as such” (p. 377).

Russ, Mack, Grama, Lanfermann, and Knoph (2002) classified views on enactment
effect into two types: motor information reactivation view and action representation view.
The former view hypothesizes that motor information, in addition to verbal and visual
information, facilitates the encoding and retrieval of action phrases, while the latter view
focuses on motivational and semantic components (self-awareness, intention to act, action
schema, object knowledge and so on) mvolved in performing actions. Russ et al., then,
investigated the brain activity of subjects recognizing action phrases which they had

enacted, using fMRI. Neural activity was not limited to the motor cortex and neighboring
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areas. That suggested that complex multi-modal associative processing was involved in
enactment effect. Russ et al., then, assumed that “the beneficial memory effect of encoding
by performance is mediated by a highly complex neuronal network, integrating
representations of actions in external space with intentions and object knowledge” (p. 503).

The cause of enactment effect may not be reduced to one element.

2.6 Cognitive semantics

Color concept mentioned in 2.3.1 indicates the involvement of bodily experiences in
cognition. Embodiment in cognition or embodied cognition is explained from the
perspective of cognitive linguistics (e.g., Johnson, 1987; Lakoff, 1987). They assumed that
concepts are highly motivated by bodily experiences in the world. Human body structure,
for example, gives an experiential basis for understanding the world. Generally, language
(e.g., English, Japanese) has a group of lexical items which refers to asymmetrical axes of
spatial orientations, such as wup-down, front-back, and right-fefi. Their referential
asymmetry is related to the asymmetry of human body structure (Hill, 1982). According to
those embodied spatial concepts, people can identify the orientation of objects and
locations. In other words, the world is conceptualized in the way human beings are

embodied.

2.6.1 Image schemas

Based on the study of spatial concepts, cognitive linguists such as Lakoff and Johnson
proposed that a small number of cognitive patterns provide a foundation for thought,
reasoning and imagination. They assumed that a substantial part of human knowledge is not
static and propositional, but is grounded in bodily experiences and structured by various

patterns of sensory-motor interactions with the environment. These patterns are called image
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schemas. Johnson (1987) defined an image schema as ““a recurring, dynamic pattern of our
perceptual interactions and motor programs that gives coherence and structure to our
experience” (p. xiv). Among such image schemas are schematic structures such as
UP/DOWN, FRONT/ BACK, CONTAINER, PATH, CIRCLE, SCALE, LINK, BALANCE, and
FORCE. These image schemas cover a wide range of everyday experiences. For example, the
CONTAINER schema, which represents in-out orientations, is pervasive in everyday
experiences. Johnson (1987) described our daily activities as follows: “you wake our of a
deep sleep and peer our from beneath the covers info your room. You gradually emerge ouf
of your stupor, pull yourself onf from under the covers, climb info your robe, stretch our
your limbs, and walk in a daze out of the bedroom and inro the bathroom  (emphasis in the
original) (p. 30-31).

Image schemas are cognitive, not static or propositional, in the sense that they are
embodied. Johnson (1987) assumed that *{1) meaning in natural language begins in
figurative, multivalent patterns that cannot typically be reduced to a set of literal concepts
and propositions; (2) the patterns and their connections are embodied” (p. 5). Johnson, at the
same time, emphasized close relations between image schemas and propositional contents
of utterances by stating “this propositional content is possible only by virtue of a complex
web of nonpropositional schematic structures that emerge from our bodily experience”
(emphasis in the original) (p. 5). On the other hand, image schemas are not concrete mental
images, either. Concrete images are images of some particular things, but image schemas
are supposed to be more abstract and general imagery. They contain structural features
common to many different bodily movements, objects, and events. In short, image schemas
“operate at a level of mental organization that falls between abstract propositional structures,

on the one side, and particular concrete images, on the other” (p. 29).

2.6.2 Basic level

A coin in the pocket may be called money, a coin, or a dime. A dog on the chain may
be called a mammal, a dog or a bulldog. What determines a name given to a child? This is
the question Brown (1958) discussed. The brevity and frequency of the name may matter,
but he pointed out that “the best generalization seems to be that each thing is first given its
most common name. This name seems to categorize on the level of usual utility” (p. 19).
The level of usual utility is basic level categories in Rosch, Mervis, Gray, Johnson, and
Boyes-Braem (1976).

Rosch et al. defined a category, for example, dog and seat as basic level categories.
They characterized basic level objects or categories, in contrast to more general categories
and more specific categories, in terms of attributes common to the category, motor
movements common to the interaction with the object, and the identification of the average
shape of the object. They found that basic level objects are first seen and recognized as
members of their basic category, and that basic object names are daily used by adults and
acquired by young children. Rosch et al., then, concluded that “basic objects are the most
general classes at which attributes are predictable, objects of the class are used in the same
way, objects can be readily identified by shape, and at which classes can be imaged. Basic
objects should generally be the most useful level of classification. Universally, basic object
categories should be the basic classifications made during perception, the first learned and
first named by children, and the most codable, most coded, and most necessary in the
language of any people” (p. 435).

Lakoff (1987) summarized basic level categories in four respects: 1) as members of
basic level categories are prominent in perception, they can be represented by a single
mental image, 2) when people interact with basic level category members or objects, they

make many common bodily and muscle movements, 3) as labels for basic level categories
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are usually short and commonly used, the terms are contextually independent or neutral
and first learned by children, 4) the basic level is the most inclusive level of categorization
at which numbers of a category share many attributes. His view can be reduced to the
following comment that “basic-level categorization depends upon experiential aspects of
human psychology: gestalt perception, mental imagery, motor activities, social function,
and memory” (p. 37).

According to Pansky and Koriat (2004), many studies of memory showed that it loses
specific details and becomes more abstract over time, while some studies showed that
abstract or general memory can be retrieved in more specific terms. They, then,
hypothesized that retained information may converge on a level between the most general
and the most specific in taxonomy, the basic lavel, saying “If the BL (basic level, added by
the author) is cognitively optimal for perception, categorization, communication, and
knowledge organization, is it also optimal for retaining episodic information over time?” (p.
53). They presented subjects with stories with target items of the three abstraction levels
embedded; for example, clothes at the superordinate level, pants at the basic level, and
Jjeans at the subordinate level, and then tested the recall level immediately and again, one
week later. The results demonstrated that retained information tends to converge on the
basic level whether the information is at the superordinate level or the subordinate level at
the time of encoding.

The above research and comments indicate that the basic level is a desirable level of
abstraction for perceiving and retaining information. Probably the basic level categories
(words and concepts) will also be the most appropriate items for gesture or expressive
meaningful bodily movements because they can be represented by a single mental image

and have a strong association with motor movement.
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2.6.3 Metaphor

Metaphor is traditionally viewed from the following three aspects: 1) conveying ideas
which are difficult to convey in literal expressions, 2) giving a compact sketch of complex
information, 3) giving a detailed and vivid image of experiences. Metaphor is viewed as a
way or strategy of conveying what is difficult, complex, and abstract by means of what is
plain, simple, and concrete (Gibbs, 1994: 124-125).

Lakoff' and Johnson (1980), from the viewpoint that metaphor is a conceptual
phenomenon, stated that “the essence of metaphor is understanding and experiencing one
kind of thing in terms of another” (p. 5). In their view, metaphor is not just a matter of
language, but a matter of thought and experience, too. They classified conceptual metaphors
into three types: structural metaphor, orientational metaphor, and ontological metaphor.

Structural metaphors are conventional metaphors. Many expressions related to time
such as “I lost a lot of time when I got sick” are constructed through a structural metaphor
TIME IS MONEY. The conceptual metaphor conceives an abstract concept of time in terms of
a concrete concept of money. Consequently, ““we understand and experience time as the kind
of thing that can be spent, wasted, budgeted, invested wisely or poorly, saved, or
squandered” (p. 8).

Orientational metaphors and ontological metaphors, however, are different from
structural metaphors in their existential basis. Orientational metaphors are based on basic
experiences of human spatial oriemation such as up-down, front-back, and in-out. One
example is HAPPY 1S UP. Happy feeling is associated with up-orientation such as I'm in high
spirits, while sad feelings are linked with down-orientation such as /'m feeling down. This is
an example of SAD IS DOWN metaphor. A person in sadness and depression is typically in a
drooping posture, but goes into an erect posture when in a positive emotional state. Lakoff

and Johnson (1980) stated that “since there are systematic correlates (emphasis in the
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original) between our emotions (like happiness) and our sensory-motor experiences (like
erect posture), these form the basis of orientational metaphorical concepts (such as HAPPY IS
UP)” (p. 58). On the other hand, ontological metaphors are metaphors in which abstract
concepts are understood and experienced in terms of concrete concepts such as objects,
containers, and substance. For example, VISUAL FIELDS ARE CONTAINERS metaphor, which
regards “visible field” as a kind of bounded area, constructs expressions such as The ship is
coming into view. This metaphor is also based on an existential correlation between what a
person sees and a bounded physical space.

Lakoff (1987: 8) explained the structure of conceptual metaphors by saying that “each
metaphor has a source domain, a target domain, and a source-to-target mapping” and that
“metaphor is natural in that it is motivated by the structure of our experience™ (emphasis in
the original). In the above conceptual metaphors, mood and visual field are understood in
terms of image schemas such as UP, DOWN, and CONTAINER. Mood and verticality, and
visual field and containment have a correlation in human experiences, and #p and down
(represented by verticality) and in and out (represented by containment) are the basic level
categories. Therefore, metaphor, which has been regarded as abstract reasoning, is
constructed on the basis of common mental and bodily experiences. Lakoff and Johnson
(1999: 58) re-defined conceptual metaphors as “cross-domain mapping, fiom a source
domain (the sensorimotor domain) to a farger domain (the domain of subjective
experience)” (emphasis in the original,). If “many, not all, of our abstract concepts are
defined in significant part by conceptual metaphor™ (p. 128), they can be readily understood
according to people’s daily experiences.

Conceptual metaphors, motivated by physical experiences, are a surely useful mental
model for explaining human concept structure, but the mental model will have both its

advantages and limitations. The present dissertation will consider conceptual metaphors to
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be an effective conceptual strategy for interpreting a wide range of human concepts.

2.6.4 Metaphor in gesture

In gesture, too, abstract concepts are metaphorically represented by concrete concepts.
Metaphoric gestures are, as already mentioned in 2.4.2, one type of spontaneous gestures.
Metaphoric gestures are originally iconic, but their pictorial content metaphorically
represents abstract ideas. McNeill (1992) referred to a speaker who was talking about a
cartoon with his hands rising up as if offering an object to a listener, and stated that the
speaker’s gesture represented the genre of the cartoon by displaying it as a physical object.
This is an instance of the conduit metaphor (Reddy, 1979). The conduit metaphor is a
principal metaphor for communication which regards ideas, meanings, and knowledge as
objects, linguistic expressions, stories, and genres as containers, and communication as the
act of sending the containers. So the conduit metaphor is a family of related conceptual
metaphors such as IDEAS ARE OBJECTS and COMMUNICATION IS SENDING. People, on the
other hand, often say in daily conversation, “"Your words are hollow” or “His words carry
little meaning.” That is, the concept of communication is conceptualized by the same
conceptual metaphors in gesture and in speech. Spontaneous gesture accompanying speech
can show evidence of the psychological reality of conceptual metaphors.

Cienki (1998) found, based on a series of interviews with American college students,
that they used gestures depicting a straight line when referring to honesty and truthfulness
in speech. The combination of the concept of straightness and the concept of honesty or
truthfulness is identical to linguistic expressions such as He is straight as an arrow and He
gave a straight falk. Phrases such as bend the truth and twist words also suggest the
combination. Cienki (1998) also analyzed a series of videotaped academic lectures and

discovered that gestures and speech were motivated by common conceptual metaphors.
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She observed that a speaker held out one or both open hands with their palm upwards
toward a listener when the speaker put forward arguments. The gesture, she assumed,
iconically represented the act of holding out a physical object to the listener and
metaphorically represented a comment on the ongoing discourse. Another observation was
that a speaker extended one or both open hands with their palm outwards towards a listener.
She explained that the gesture iconically represented a barrier to an offered object and
metaphorically represented a request for the listener not to speak. It is clear that those
gestures were motivated by conceptual metaphors, IDEAS ARE OBJECTS and
COMMUNICATION IS SENDING, respectively.

In short, gestures often bear a close cognitive structure to linguistic expressions they
accompany. In other words, gestures agree with a cognitive linguistic hypothesis that
human conceptualization is grounded in physical experience and that abstract concepts are

metaphorically understood in terms of concrete concepts.

2.6.5 Metaphor in American Sign Language (ASL)

Sign languages are not a set of natural gestures or pantomimes, but a language based
on a visual mode, and they have their own syntax and semantics. Signs are composed of
several physical and spatial elements: the shape, location, orientation, and motion of
articulating hands. As a visual language, many signs are iconic and close to natural gestures
and mimes in form. The ASL sign for a tree, for example, is articulated by placing the
elbow of the upright right hand on the palm of the left hand stretched horizontally. The flat
left hand represents the ground level, the upright right hand represents the trunk, and the
five fingers represent branches and leaves. The sign’s form directly resembles that of a tree

on the ground.

Iconic properties or iconicity of signs can be described as a transparent connection
between form and meaning. Form represents meaning, but an iconic form is not an
objective representation of an object. Taub (2001), for example, hypothesized that an
iconic sign can be created through complex processes, image selection, schematization,
and encoding. The lexicalization process of the ASL sign for a tree is explained as follows:
the concept of a tree is associated with many different sensory images (e.g., visual, motor,
auditory). So, first, a prototypical image of a tree is selected, for example, an image of a
trunk with branches and leaves growing from the ground. Next, the detailed image of a tree
is schematized into a flat level surface, a tall vertical shaft, and a complex branching
structure. The schematized image, then, is mapped to linguistic knowledge and coded into
a sign form.

ASL also has an abundance of metaphoric signs for abstract meaning (Taub, 2001;
Wilcox, 2000). For instance, the articulation of the ASL sign corresponding to English
verb inform is that the fingertips of both hands are positioned on the forehead, and then
both hands are swung down towards the viewer and opened as if taking knowledge from
the head and passing it to the viewer. In this sign, knowledge is regarded as an object in the
head, and communication is regarded as sending the object to the viewer. This conforms to
the conduit metaphor, which consists of the conceptual metaphors, IDEAS ARE OBJECTS
and COMMUNICATION IS SENDING. Such conceptual metaphors are seen not only in
English, but also in natural gestures i Nonth America, and ASL.

Conceptual mapping like that is not random. For example, the power and consistency
of conceptual metaphors can be well observed in the conceptualization of time. Taub
(2001: 115) stated that “it is extremely common in the languages of the world for fime to
be metaphorically understood in terms of space” (emphasis in the original). Time is

conceptualized as a moving object passing by a person by means of TIME IS A MOVING
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OBIECT metaphor, or conceptualized as a location through which a person moves by
means of TIME IS A LANDSCSAPE WE ARE MOVING THROUGH metaphor. In both
conceptualizations, the location of the person represents present time, future time is ahead
of the person, and past time is behind. English-speaking people say, “We are looking
forward to the arrival of Christmas™ and “We are coming up on Christmas,” and Japanese
speakers say, “haru ga kita (spring has come)” and “haru ni chikazuku (We are
approaching spring).” If time is conceptualized as a moving object (human beings as a
location), it is oriented with the direction of its advance, and if time is conceptualized as a
location (human beings as a moving object), it is oriented with the front and back of human
beings. Both time and human beings, either a moving object or a location, encounter and
pass by each other. Two related conceptual metaphors, FUTURE IS AHEAD and PAST 1S
BEHIND are also true of ASL. The ASL sign for future is articulated by moving the right
hand ahead of a signer, and the sign for past is articulated by holding the right hand above
the right shoulder and throwing it back over the shoulder.

It is evident that many linguistic items, both words and signs, and natural gestures can
share the same mental images and conceptually correspond to each other. That fact,
therefore, suggests that Japanese learners of English can use the conceptual images to

understand English words if the images are common to their daily experience.

2.6.6 Bodily experience

Language is concrete and abstract. Abstract words, as mentioned in 2.2.2, are typically
rather high in meaningfulness but low in imagery and concreteness. Generally speaking,
abstract concepts are considerably harder to remember than concrete ones because they are
considered to be indirectly tied to sensory-motor experiences, resulting in evoking poor

imagery. Many abstract concepts, however, are assumed to be structured by mapping from
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sensory-motor experiences to non-sensory-motor or subjective experiences. If those
specific sensory-motor experiences get awaken and refreshed in the mind of learners,
related abstract concepts will be better recognized and retained.

One principle of conceptual metaphor theory is that the metaphorical mapping is
motivated by aspects of bodily experiences. Lakoff and Johnson (1980) explained the
structure of metaphors from the view point of experiential correlation. MORE IS UP/LESS IS
DOWN metaphors, for example, conceptualize the concept of quantity in terms of verticality,
and motivate expressions such as My income rose last year and He is under age. The
metaphors are grounded in human experiences. If more of some objects are piled, the level
goes up, and the level goes down if some are taken out form the pile. The ASL sign
corresponding to English verb increase is, roughly speaking, performed by a motion of
adding to a pile, and the sign for decrease is a motion of taking some of a pile.

Johnson (1997) introduced the idea of conflation into the question of how metaphor is
motivated. He stated that young children encounter scenes conflating metaphorical
meanings of words with their literal meanings. For example, the use of see in “Oh, I see
what you wanted”, an ufterance a parent may use in response to a child’s request to go and
getatoy (p. 164). The utterance can be interpreted in multiple ways, as the speaker’s visual
experience, cognitive experience, or conflation of both. Grady and Johnson (1997)
hypothesized that young children can acquire metaphorical meanings in a conflated
situation like that above. Conflation can motivate many abstract concepts. The meaning of
affection, for example, is motivated by experiences of being held affectionately. The
sensory-motor experience (body temperature or warmth) is correlated with the subjective
experience (affection). The mapping between both experiential domams underlies

expressions such as They greeted me warmly (Grady, 1997: 293). The ASL sign
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corresponding to English noun affection is performed by a motion of pulling something in
as if giving it a hug.

Sweetser (1990) examined semantic changes of perception verbs in English and other
Indo-European languages, and assumed that “metaphor is a major structuring force in
semantic change” (p. 19). Verbs of vision, for example, are often derived from verbs of
manipulation: behold, perceive (<Lat, -cipio “seize”), examine (<Lat, ex-agnen- “pull out
from a row”), discern (<Lat, dis-cerno “separate”). Viewing is conceptualized in terms of
manipulating objects. This conforms to the generalization that “change proceeds from
concrete to abstract” (p. 29).

In speech activity, which is metaphorically structured in terms of sending objects,
participants exchange objects (ideas) with each other. Sweetser (1987) pointed out that the
metaphorical structure is also seen in etymologies like suppose (<Lat, subtponere “put
under”) and propose (<Lat, pro+ponere “put forward”). In the former, an object (idea) is
manipulated in the head of one participant, and the object (idea) is offered to another in the
latter. What should be considered here is that many expressions, words and sentences, are
metaphorically related to each other by the conceptual metaphor, COMMUNICATION IS
SENDING AN OBJECT. That is, speech-related words such as suppose, propose, inform,
accept, and refisse are all conceptually associated with each other, visually perceived, and
in addition, can be represented by gesture. Through metaphorical thinking, abstract words
in the same conceptual domain could be encoded and retrieved systematically.

In the following chapter (Study 1), the author first of all tests whether gesture images
or motor images can be effective recall cues in the framework of the dual coding theory. In
the previous studies on the dual coding theory, static images like pictures were recall cues.
In the Chapter 4 (Study 2), the author tests whether gesture images can work as effective

recall cues for abstract words. Abstract words are metaphorically represented by iconic
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gesture images. In Chapter 5 (Study 3), the author tests whether gesture performance is
different from or the same as gesture-image presentation in terms of recall cues. Enactment
effect is expected. In Chapter 6 (Study 4), recall targets are extended from word level to
sentence level, and the predicate of a sentence is enacted. In previous studies on action
memory, well-known action verbs were enacted. In Study 4, then, state verbs as well as
action verbs, and low frequency verbs as well as high frequency verbs are enacted by
gesture. In Chapter 7 (Study 5), recall targets are extended up to paragraphs. A paragraph is
usually composed of complex rhetorical relations such as cause-effect and
problem-solution. Mnemonic techniques, on the other hand, usually emphasize one cue to
one target relation. A paragraph is divided into idea units, and one word per each idea unit
is enacted for facilitating the recall of the whole paragraph. Gestures are generally motoric,
concrete, and specific. The theme of the present dissertation, therefore, is to investigate if

such gestures can be effective in recalling English expressions in various conditions.
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3. Study 1

This study tested the validity of gesture images or motor images as recall cues in the
bilingual dual coding theory. As previously mentioned in 2.2.2, Paivio and Desrochers
(1980) extended the dual coding theory to bilinguals, and Paivio and Lambert (1981) tested
the approach to bilingual memory. They required French-English bilinguals to learn a
mixed list of pictures, French words, and English words by writing the English names of
the pictures, translating the French words, and copying the English words. The test
indicated that word recall increased from monolingual processing to bilingual processing to
verbal-nonverbal processing. The results can be interpreted differently from other theories.
Assuming that two verbal systems and one imagery system are partly independent and
party interconnected, the bilingual dual coding theory explained that some modal-specific
component of the nonverbal stimuli (visual imagery in this case) strengthened the link
between the imagery and the two verbal systems, resulting in the superiority of the dual
coding to the verbal coding."

This study applied the bilingual dual coding theory to Japanese college students who
learn English as a foreign language, and investigated how imagery contributed to word
recall both in monolingual processing and bilingual processing, by examining the recall of
generated English words in a translation task and in a copy task, with and without gesture

images, in an immediate test and a delayed test.

3.1 Purpose

The study has three purposes. The first was to confirm whether bilingual processing
would be more effective than monolingual processing. The second is to confirm the effects
of imagery stimuli in monolingual processing and bilingual processing. The third is to

judge whether gesture images would work as stimuli for facilitating memory retention.
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3.2 Subjects

Subjects were 60 undergraduate students who belonged to the faculty of medicine at a
national university in the Hokuriku district. All the subjects, 38 males and 22 females,
began to study English at junior high school. Two groups of 30 subjects were chosen from
two different English classes. The level of students’ English in both classes was considered

to be similar by the teacher in charge.

3.3 Design

A 2x2 factorial design was used for this study. The first factor was either presenting
gesture images or not, which was the between-subjects variable. The second factor was
translating Japanese words into English or copying English words. That was the

within-subjects variable.

3.4 Material

A total of 40 simple English nouns were selected as target words on the basis of their
imagery and concreteness ratings (Paivio, Yuille, & Madigan, 1968). Paivio et al. measured
925 nouns along a 7-point scale by defining imagery in terms of a word’s capacity to
arouse nonverbal images and concreteness in terms of directness of reference to sense
experience. All the selected 40 words had an imagery rating which was more than 6.14 (1
= low, 7 = high imagery value), ant a concreteness rating which was more than 6.00 (1 =
low, 7 = high concrete value). The 40 target words belonged to 20 categories, and every
category contained two words. Either of the two words of each category was translated into
Japanese and was given to the control group or the experimental group. The control group
was presented with 40 words, 20 English words and 20 Japanese words. The 20 Japanese

words were Japanese translations of 20 English words for the experimental group. The
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experimental group was also given 40 words, 20 English words and 20 Japanese words,
with gesture images. The 20 Japanese words were Japanese translations of the 20 English
words given to the control group (Appendix C). This was done to balance language load in
translation’. The 40 words were digitally processed on a computer and recorded on a
videotape for the control group. Gestures for the words were digitally videotaped, and
synchronized with the 40 words on a computer. Then, the visual materials were recorded
on a videotape for the experimental group. Gestures for the words were pictorial gestures.
Gestures for dawn, fork, grass, oven, pipe, shoes, sugar, and sunsef were based on the ASL
signs corresponding to those words, but those signs are iconic signs which depict the

words’ referents or human behaviors associated with the referents.
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Figure 3-1. book Figure 3-2. sky Figure 3-3.grmx Figure 3-4. sunrise

3.5 Procedure

The subjects were informed that they would be shown an educational video of 20
English words and 20 Japanese words (with gesture images in the case of the experimental
group). The subjects, then, were required 1o do two tasks: to translate a Japanese word into
English and write its English equivalent on a sheet of paper, and copy an English word on
the paper. Stimulus images remained on the screen for five seconds. Prior to the learning
task, two sample words (one Japanese word and one English word), with gesture images in
the case of the experimental group, were shown to the subjects to provide a chance to

become familiar with the task. The target English and Japanese words were presented
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alternately. No sound was included.

Five minutes after the tasks, the subjects were unexpectedly given a five-minute recall
test. They were asked to recall as many of the generated English words as possible in any
order. One week later, 50 of the 60 subjects took the delayed test. They were unexpectedly

given a five-minute recall test again.

3.6 Results

Table 3-1 shows all mean numbers and standard deviations for the recalled English
words under all the conditions in both the immediate test and the delayed test. Table 3-2 is
an analysis of variance for the results of the immediate test, and Table 3-3 is for the results

of the delayed test.

Table 3-1. Means and standard deviations for the immediate test and delayed test

stimuli M SD
immediate  delayed immediate  delayed
translation ( T ) 9.73 5.88 2.16 1.90
copy (C) 5.55 348 2.58 181
T and image 13.30 10.84 2.10 2.29
C and image 12.23 9.64 1.92 294

Table 3-2. Analysis of variance for the immediate test

55 df MS F P
gesture image (A) 790.53 1 790.53 101.97 0.00
task type (B) 208.03 1 208.03 104.62 0.00
interaction (A x B) 73.63 1 73.63 37.03 0.00
error S(A) 449.67 58 05
error S(A) * B 115.33 58 1.98851

In the immediate test, an analysis of variance revealed that there was a large and
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significant main effect for gesture-image presentation, F (1, 58) = 101.97, p < 0.05. The
main effect for task difference (translation or copy) was also significant in the predicted
direction, F (1, 58) = 104.62, p < 0.05. The effect of the interaction of the image
presentation and the task difference was significant, F (1, 58) = 37.03, p < 0.05. As for the
delayed test, an analysis of variance revealed that there was still a large and significant
main effect for gesture-image presentation, F (1, 48) = 91.60, p < 0.05. The main effect for
task difference was significant, F (1, 48) = 41.85, p < 0.05. The interaction of both

variables had a minor effect, F (1, 48) =4.65, p < 0.05.

Table 3-3. Analysis of variance for the delayed test

SS df MS F P
gesture image (A)  772.84 1 772.84 91.60  0.00
task type (B) 81.00 1 81.00 41.81 0.00
interaction (A = B) 9.00 1 9.00 465 004
error S(A) 405.00 48 8.44
error S(A) x B 93.00 48 1.94

3.7 Discussion

The results of the present study supported the bilingual dual coding theory that two
verbal systems corresponding to a bilingual’s two languages and one nonverbal imagery
system are independent functionally but are interconnected referentially. Both the main
effect for gesture-image presentation and the main effect for task difference between a
bilingual task and a monolingual one were statistically significant. The results suggest that
gesture images can play an effective role in word memory retention.

The role of imagery n learning and memory is well known. Paivio’s series of studies
on the dual coding theory have demonstrated the mnemonic significance of imagery. The

imagery stimuli employed, however, were mostly pictures. Action memory research,
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which began in the 1980s, has provided evidence that enactment of action phrases like
close the door is effective in recalling the phrases. The memory enhancement is called
enactment effect. In this study, gesture images were employed as imagery stimuli for
English nouns. Gesture has been considered to be related to language in some ways’, but
only a few researchers paid attention to gesture for educational purposes.”

The dual coding view could explain how the additive effect of the gesture images and
the verbal information contributed to the better recall by the gesture images evoking mental
images and facilitating the association berween the mental images and the verbal
information. English words employed for this study were typical concrete words. Concrete
nouns such as howuse and flower intrinsically contain high concreteness and imagery. The
gesture performance was presumed to activate the high imagery.

The multi-modal coding view (e.g., Engelkamp in 2.5.1) could explain that the motor
information by gesture performance, in addition to the visual information and the verbal
information, contributed to the enhanced recall. The modal-specific information, moreover,
might have activated the motor component involved in the concept of words such hammer,
spray, car and ship because sensory-motor information is an important part of the concept
of motion-related words, as previously mentioned in 2.3.2 and 2.3.3. The motor
information might also have stimulated other sensational components of the concept, sense
of taste in case of apple, lemon, pepper, and sugar.

The single conceptual coding view {e.g., Kormi-Nouri & Nilsson in 2.5.1), might
explain the motivational aspect of the gesture performance. Gesture performance demands
strong self-involvement, such as self-awareness, intention to perform, and even a sense of
success or failure. As many subjects took part in the experiment together, emotional factors
might have complicated the retention of the words.

The significant effect ofthe interaction of the gesture images and the task difference is
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supposed to be related to the stronger effect of gesture images on the copy task. In the
immediate test, for example, the means of recalled words in the translation task increased
from 9.73 to 13.30, while that of recalled words in the copy task jumped form 5.53 to
12.23. The gesture images might have strengthened the associative link between the
imagery system and the verbal systems, and the associative link between the verbal
systems. The results suggest that gesture can facilitate Japanese students in learning

English words, at least concrete nouns, without translations.

3.8 Conclusion

This study was conducted to test the validity of gesture images as recall cues in the
frame of Paivio’s dual coding theory. Gesture images were employed as nonverbal cues for
word recall. The findings of this study can be summarized as follows: first, bilingual
processing (Japanese and English) was more effective for the recall of English concrete
nouns than monolingual processing (English). Second, gesture-image presentation was
effective for the recall of English concrete nouns, either in monolingual condition or in
bilingual condition. Third, gesture images can be effective cues for recalling concrete
English nouns. English concrete nouns can be learned without Japanese equivalents if they

are provided with gesture images.
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Notes
Amedt and Gentile (1986) tested the dual coding theory with French-English
bilinguals using pictures as visual cues, and their results supported the bilingual dual
coding theory. Matsumi (1994) tested the dual coding theory with Japanese subjects by
instructing them to make up mental images.
Norio Matsumi (Hiroshima University) suggested to the author that language load
between an experimental group and a control group should be balanced.
McNeill (1992) assumed that gesture and speech are closely linked in meaning and
function and demonstrated that gestures can depict abstract ideas as well as concrete
ideas.
Riseborough (1981) showed the role cf gesture in listening comprehension, and
suggested that gesture information made listening tasks more vivid by evoking mental
images stored in the mind of listeners. Kohno (1984) also showed that kinesic
information such as gesture and body motion helped listening comprehension.
Kellerman (1992) and Antes (1996) discussed the role of gestures in second language

education.
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4. Study 2

Vocabulary learning techniques usually work well on concrete words. However, they
have difficulty in facilitating recall of abstract words. Gu (2003) summarizes that “not all
words are equally suitable for mnemonic mediation” (p. 13). In one experiment, Paivio and
Csapo (1973) used pictures, concrete words, and abstract words as dual coding materials.
Recall increased systematically from abstract words to concrete words to pictures. The
results suggest that items with high imagery value are better remembered than ones with
less imagery.

Thus, this study examines the recall of abstract nouns with gesture-image presentation.
The effect of gesture images on the recall of abstract nouns depends on how abstract
concepts are visualized. Abstract words are low in concreteness and imagery, but are
considered to be relatively high in meaningfulness (2.2.2). If gesture, therefore, can
illustrate abstract concept through motor images linked with prior experience and
knowledge, it will be a good recall cue. It is surely difficult to come up with concrete and
familiar images for abstract words. Frick-Horbury (2002) showed that self-generated
gestures were effective for the recall of abstract words as well as concrete words." In this
study, however, gesture images used for the abstract words are based mostly on American
Sign Language (ASL) signs corresponding to the words. Metaphorical gesture images
borrowed from ASL signs are expected to be good visual and conceptual mediators for

Japanese subjects.

4.1 Purpose
The purpose of the study was to test the effects of hand gesture images on recall of

English abstract words. The validity of gesture images would be discussed.

4.2 Subjects

The subjects were 40 undergraduate students learning English as a foreign language.
All the subjects, 24 males and 16 females, began to study English at junior high school
They belonged to the faculty of medicine at a national university in the Hokuriku district.
Two groups of 20 subjects were chosen from two different English classes. The level of

students” English in both classes was considered to be similar by the teacher in charge.

4.3 Design

A 2x2 factorial design was used for the experiment. The first factor was either
presenting hand gesture images or not, which was the between-subjects variable. The
second factor was copying concrete words and abstract words, which was the

within-subjects variable.

4.4 Material

A total of 40 target words, 20 concrete words and 20 abstract words, were selected on
the basis of their imagery and concreteness ratings (Paivio, Yuille, & Madigan, 1968). The
20 concrete words had an imagery rating which was more than 6.40 (1 = low imagery
value, 7 = high imagery value), and had a concreteness rating which was more than 6.90 (1
= low concrete value, 7 = high concrete value). 17 of the 20 concrete words were items
used in Study 1. On the other hamd, the 20 abstract words had an imagery rating which was
less than 5.00 and had a concreteness rating which was less than 4.00 (Appendix D) .
Gestures for the concrete words were pictorial gestures which describe the objects and
actions which the words represent. The 40 words were digitally processed on a computer
and recorded on a videotape for the control group. Gestures for the abstract words were

based on the ASL signs corresponding to the words. Gesture performance was digitally
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videotaped, and synchronized with the 40 words on a computer. Then, the visual images

were recorded on a videotape for the experimental group. No sound was included.

4 E |
Figure 4-1. tower Figure 4-2. hammer Figure 4-3. power Figure 4-4. promotion

4.5 Procedure

All the subjects were informed that they would be shown an educational video of 40
English words (with gesture images in the case of the experimental group). All the subjects
were asked to copy each word on a sheet of paper after viewing the video. Each word
remained on the screen for five seconds. Prior to the learning task, two sample words (one
concrete word and one abstract word), with gesture images in case of the experimental
group, were shown to the groups in order to become familiar with the task. Five minutes
after the task, the subjects were unexpectedly given a five-minute recall test. They were
required to recall as many words as possible in any order. After the recall test, a translation
test was given to the subjects. The subjects were asked to translate the 20 abstract words

into Japanese in another five minutes.

4.6 Results

Table 4-1 shows means and standard deviations for the results in all the conditions. As
table 4-2 shows, an analysis of variance revealed that there was a significant mam effect for
gesture-image presentation, F (1, 38) = 78.47, p < 0.05. The main effect for word type was

significant, F (1, 38) = 1031, p < 0.05. The effect of the interaction of gesture-image
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presentation and word type was not significant, F (1, 38) = 0.35, p > 0.05. Table 4-3 shows
that there was no significant difference between the mean numbers of correct translations

of'the 20 abstract words.

Table 4-1. Means and standard deviations

Stimuli M SD
concrete ( C ) 7.85 1.67
abstract (A ) 6.75 171
C + image 11.35 2.01
A +image 9.75 1.67

Table 4-2. Analysis of variance

SS df MS F P
gesture image (A) 211.25 1 211.25 78.47 0.00
word type (B) 36.45 1 36.45 10.31 0.00
interaction (A * B) 1.25 1 1.25 035 056
error S(A) 1023 38 2.69
error S(A) x B 1343 38 3.53

Table 4-3. Means of correct translations

M SD
control 18.85 0.99
experimental  18.90 0.97

4.7 Discussion
The study examined the effects of gesture images on the recall of English concrete
and abstract words. As predicted, the subjects recalled more concrete words than abstract
words, and the gesture images facilitated the recall of both concrete and abstract words.
Gestures for the concrete nouns were considered to be natural and describe the

referents of the words. Gestures for the abstract words were mostly modeled on ASL signs
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corresponding to those words. Abiliry was enacted by pushing the fists forward to show
one’s ability. The motion is based on the ASL sign corresponding to English able and can.
Agreement was enacted by pointing at the forehead with an index finger and then putting
both index fingers side by side. Amount was enacted by outlining a pile of something.
Anger was enacted by moving bent fingers upward to the face as if strong emotion were
welling up. Cleanness was enacted by a hand wiping something off the other hand.
Co-operation was enacted by moving joined hands in a circle. Development was enacted
by moving a hand upward as if something were appearing and growing. Discovery was
enacted by a motion of picking up something. Dream was enacted by an index finger
touching the forehead and then pulling away in a wiggling way. The wiggling finger stands
for thought springing out. £fforr was enacted by a motion of pushing something forward as
if removing an obstacle. Fxpression was enacted by a motion of placing both hands on the
chest and then opening them forward as if opening one’s heart. The gesture was invented
by the author. Grief was enacted by a motion of palms facing the eyes and then moving
down as if the eyes were drooping. Hatred was enacted by a motion of pushing something
aside as if removing something unwanted. Health was enacted by a motion of placing
hands against the chest and then pulling them forward as if strength were springing out
from the body. .Justice was enacted by a motion of hands with the palm upward moving up
and down as if the two dishes of a scale were moving up and down. Pleasure was enacted
by hands circling up alternately in front of the chest as if happy feelings were welling up.
Power was enacted by drawing an arc over the muscle of the arm as if representing a
strong muscle. Pressure was enacted by a motion of pressing down the fist of the other
hand. Promotion was enacted by hands moving upward stage by stage. Thought was
enacted by pointing at the forehead.

Some gestures are iconic, and some are metaphorical. Gestures for amount, cleanness,
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discovery, grief, hatred, and power are very iconic, and their forms represent their
meanings. The gesture for hatred, for example, is a natural gesture since people push away
something disgusting. Gestures for agreement and promotion are metaphorical. The
gesture for agreement consists of two parts. One part is pointing at the forehead. This is the
HEAD IS MIND metaphor regarding the head as a container of thought. Gestures for dream
and thought are also based on the same metaphor. The other is placing index fingers side
by side. Generally, things in similar shapes are grouped together. The index fingers placed
together represent the concept of sameness. The repeated upward movements for
promotion represent levels of promotion. The gesture is based on the idea of the HIGH
STATUS IS UP metaphor (Lakoff & Johnson, 1980) regarding the society as a vertical
organization. The metaphors underlie conventional thinking and language, and they are
usually not noticed. All the gestures are more or less iconic and metaphorical, and iconicity
and metaphorical property are a matter of degree. Abilify was enacted by a motion of
pushing fists forward. It is conventional knowledge that fists represent will power and
hands represent some skills because people use their hands to do things.

Each gesture visualized some components of each concept. Some gestures visualized

abstract concepts in terms of metaphor and metonymy. In this sense, the concrete stands

for the abstract, and the part stands for the whole. What should be noted is that the cues

represented by the gestures are related to bodily experiences in daily life, whether the
gestures are iconic or metaphorical. As an image of pushing an obstacle forward represents
effort, abstract concepts are represented by small fragments of bodily experiences.
Common bodily experience, therefore, is considered to be a reason for the better recall of
the abstract nouns.

Most gestures for abstract nouns were modeled on ASL signs. Some people, then,

may say that as the transparency of the concept depended on the ASL signs, the signs
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played an effective role in recalling the words, not the gestures. As previously mentioned in
2.6.4, many ASL signs bear a striking resemblance to the things they represent. The
resemblance or iconicity of signs suggests that the concepts of linguistic items (signs or
words) are motivated by human experiences. Lffort, for example, etymologically means
out + strong (Oxford Concise Dictionary of English Etymology, 1986). It is probable then
that the ASL sign and the English word e¢ffort originated form the same experience. The
gesture for ¢ffors was not a copy of the ASL sign, but based on the concept visualized by

the sign.

4.8 Conclusion

This study was conducted to test the effectiveness of gestures for recall of both
concrete and abstract nouns. Gesture images employed for abstract nouns were based on
the ASL signs corresponding to those words. The findings of this study can be summarized
as follows: first, concrete nouns were remembered better than abstract nouns, as predicted.
Second, gesture-image presentation was effective for the recall of both English concrete
nouns and abstract nouns. Third, gestures based on the ASL signs were effective cues for
the recall of abstract nouns.

As an effective cue for word recall, gesture is associated with a target word by two
modes of thinking: the part for the whole; and the concrete for the abstract. Gestures as a
recall cue visualize a component of the concept of a target word. A specific image of a
strong muscle represents the concept of power. Gestures for abstract nouns visualize a
component of an abstract concept in terms of metaphor. The metaphor is not a figure of
speech, but a systematic way of thinking. The gesture of repeated upward movements for
promotion, for example, is based on the conceptual metaphor HIGH STATUS IS UP. The

metaphorical idea is a part of common knowledge. In other words, the metaphorical
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gestures for the abstract words are supposed to be based on daily experiences common to
the Japanese subjects, as the gestures for the concrete words.

Studies 1 and 2 showed that gesture images work well as recall cues for abstract
nouns as well as concrete nouns. The gestures provided for abstract nouns are visual and
meaningful. The dual coding theory assumes that verbal information and nonverbal
information were coded in different systems and additive in effect. In the following chapter
(Study 3), gesture performance is employed as a recall cue. In addition to verbal and visual

information, bodily information is expected to contribute to better recall.
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Note

Frick-Horbury (2002) examined the effect of hand gestures as self-generated cues for
recall of both concrete and abstract words. Subjects were first asked to describe target
words, and their description was videotaped for producing gesture cues. In the learning
task, the experimental group was cued with their own gestures, and other groups were
cued with someone’s gestures or not cued at all. The results found that the experimental
group excelled the other two groups in recalling both concrete and abstract words. The
results also found that meaningful gestures (iconic and metaphoric) facilitated the recall
of abstract words. Self-generated gestures were effective for the recall of abstract
words as well as concrete words because Frick-Horbury assumed that “they are
subjective and distinctive cues for personal memory and do not necessarily rely on
visual imagery as the only aspect of cueing” (p. 4). The study indicates that the
meaningfulness is an important component for better recall of abstract words. Japanese
learners of English, however, cannot be expected to produce their own gesture cues
especially for abstract English words. What they need will be systematic gesture

models which are both imaginal and meaningful.
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5. Study 3

Study 3 employs gesture performance as a cue for word recall. Recall targets are both
action verbs and state verbs. Previous studies on memory of action assume that action
memory is better after listening to (or reading) action phrases and performing the denoted
actions than just listening to (or reading) action phrases. However, explanation for the
enactment effect is controversial (2.5.1). Some insist that the effect comes from motor
encoding, some assume that deep involvement in action performance facilitates the
integration of action information to episodic memory. Yet others assume that multi-modal
processing is responsible for enactment effect.

Another controversial issue about enactment effect is whether SPTs
(subject-performed tasks) are more effective than EPTs (experimenter-performed tasks).
Although Engelkamp (2001) acknowledged that SPTs are not always better, depending on
experiment design, and material, he insisted that “SPT learning cannot be equated with
visual-imaginal encoding” (p. 62). The superiority of SPTs in recall may be true of
Japanese learners, too. In the Japanese classroom environment, students are usually
required to sit still and focus on what their teacher is saying. They sometimes watch
educational programs, but self-performance is very rare in the class. Taking these
conditions into account, in the present study which involved Japanese subjects, recall in

SPT learning was expected to be better than recall in EPT learning.

5.1 Purpose

This study has two purposes. One is to investigate the difference between recall in
SPT learning and recall in EPT learning in a Japanese classroom, compared to VT (verbal
tasks) learning. The other is to compare recall of action verbs with that of state verbs in the

three learning conditions.



5.2 Subjects
A total of 78 university students belonging to the faculty of engineering at a national
university in the Hokuriku district participated in the experiments. All of them were
learning English as a second language. All the subjects began to study English at junior
high school. 24 subjects (15 males, 9 females) had a VT experiment, 29 (17 males, 12
females) had an EPT experiment, and 25 subjects (14 males and 11 females) had a SPT
experiment. Each group was chosen from a different English class. The level of students’

English in three classes was considered to be similar by a teacher in charge.

5.3 Design

A r-test analysis was used for this study to investigate recall difference in the following
three conditions: either to watch a native speaker pronouncing words subtitled (VT
learning), or to watch a native speaker pronouncing and enacting words subtitled (EPT
learning), or to watch a native speaker pronouncing and enacting words subtitled and copy
the enactment (SPT Ieaming)_] Recall difference between action verbs and state verbs in

the three conditions were also investigated.

5.4 Material

Enactment effect in action memory experiments is usually measured by recall of
action phrases including typical action verbs, but this study focused on word recall, using
action verbs and state verbs as recall materials. A total of 14 target words (Table 5-1), seven
action verbs and seven state verbs, were selected based on Suzuki and Yasui (1994)’s verb
classification (p. 60). They classified verbs mto four categories in terms of two semantic
features: active or non-active, and self-controllable or not (Table 5-2). Verbs in a-zone

(active and self-controllable) are considered to be typical action verbs. Verbs in d-zone are
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considered to be typical state verbs (non-active and not controllable). The seven action
verbs were selected from the a-zone, while the seven state verbs were selected from the
d-zone. Two video tapes were produced. One for the VT group was a tape of a native
speaker (aged 23, female, British) pronouncing the 14 target words. The other for the EPT
group and the SPT group was a tape of the same native speaker pronouncing and enacting
the actions and states denoted by the 14 target words. Each scene on both tapes was
synchronized with the subtitle of each target word at the lower part of the frame. Each

scene was repeated twice in succession. All the processes were edited on a computer.

Table 5-1. A list of action verbs and state verbs

action verbs [catch, cut, drive_ paint_ pull, push, throw
state verbs  |believe, fear, fit, hear, own, understand, want

Table 5-2. Verb classification

active non-active
a. slice, listen to, ask, |b. remain, stand, stay,
s-c [and so on (unmarked) |huddle, keep, squat, sit
and so on (marked)
c. fall, encounter, and |d. know, hear, think
nsc |so on (marked) that, believe that and
s0 on (unmarked)
s-c: self-controllable, nsc: not self-controllable
* Suzuki and Yasui (1994: 58)'s table was revised

as Table 5-2

5.5 Procedure
Three groups were informed that they would be shown an educational video of a
native speaker pronouncing 14 English words. The VT group was requested to pronounce

each word aloud during its second appearance. The EPT group was also requested to
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pronounce each word aloud during its second appearance. On the other hand, the SPT
group was requested to pronounce each word aloud and copy the native speaker’s gesture
at its second appearance. Prior to the task learning, two sample scenes, with gesture images
in the case of the EPT and the SPT group, were shown to each group in order to become
familiar with their task. Five minutes after the task, the subjects were unexpectedly given a

five-minute recall test. They were required to recall as many words as possible in any

order.
5.6 Results
Table 5-3. Means and SDs for recall results in three leaming conditions
stimuli M SD
VT learning 7.06 2.16
EPT learning 9.93 1.75
SPT learning 11.16 1.52
Table 5-4. Analysis of 1 test (A-B) for recall difference
A/B VT learning EPT learning SPT learning
g -5.28 -7.70
VT learning - - - - 0.00 0.00
: -2.76
EPT learning - - - - - - - - 0.01

SPT leaning - - - - &R -

* upper is t-value, lower is p-value

Table 5-3 shows the means and standard deviations for recall results in the tree
learning conditions. Table 5-4 shows that there was a statistical difference of mean scores
between EPT learning and SPT learning, 7 (42) = - 2.76, p < 0.01 (the significance level is

adjusted by the Bonferroni method). A significant difference was confirmed between VT
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learning and EPT learning, and between VT learning and SPT learning.

Table 5-5. Means and SDs for recall results of action verbs and state verbs

VT learning EPT leamning SPT learning

action state action state action state
M 342 3.63 479 5.17 5.52 5.56
SD 1.21 1.24 1.01 1.10 1.00 0.91

Table 5-5 shows means and standard deviations for recall results of action verbs and
state verbs in the three learning conditions. There was no significant difference in VT
learning, EPT learning, and SPT learning, 7 (45) = - 0.58, p > 0.05, 1 (56) = - 0.58, p > 1.36,

and / (48) = - 0.45, p > 0.05, respectively.”

5.7 Discussion

The present study focused on the recall difference between EPT learning and SPT
learning. The recall in SPT learning was better than that in EST learning. As previously
mentioned, there are two possible explanations for the better recall. One is the contribution
of motor encoding because the SPT group actually performed actions, while the EPT
group just watched the experimenter’s performance. As tool-use gestures activated the
premotor area, the supplementary motor area, and so forth in the brain (Choi, Na, Kang,
Lee, Lee, & Na, 2001), the gesture performance might have been encoded into the brain.
The other possibility for the better recall in SPT learning is the degree of involvement in
the task. Kormi-Nouri and Nilsson (2001) referred to the possibility of better
self-mvolvement in SPT learning as a possiblz reason for enactment effect compared to in
VT learning. The similar reason might be applicable to the recall difference between SPT

learning and EPT learning in this study because SPT leaming demands a stronger
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awareness and intention to perform in Japanese classroom environment. As a matter of fact,
the attitude of the SPT group seemed to be quite relaxed during their participation in the
task. The motivational aspect cannot be underestimated.

The present study also showed that there was no significant recall difference between
action verbs and state verbs in all learning conditions. Semantic features of activeness and
self-controllability did not affect the recall of verbs. The results may seem a bit surprising,
because the retrieval of action verbs like throw and action-related nouns like Aey induced
greater activation of the motor cortex than that of non-action verbs like belong and
non-action-related nouns like clowd (Oliveri, Finocchiaro, Shapiro, Gangitano,
Caramazza,& Pascual-Leone, 2004). The author suspects that enhanced activation in
motor areas, though degree of activation cannot be ignored, may not directly relate to

enhanced recall of action-related words.

L T Hay

Figure 5-1. throw  Figure 5-2.drive  Figure 5-3. believe  Figure 54. fear

As for gestures of the target words, the action verbs were enacted by pictorial gestures
which represent the denoted actions. On the other hand, gestures for the state verbs were
performed as follows: helieve was enacted by a natural praying gesture. Feqr was enacted
by a natural gesture of protecting the body with both hands. /7 was enacted by a motion of
both hands with fingers spread apart coming together. Hear was enacted by bringing an
index finger to the ear. Understand was enacted by pointing at the forehead. Want was

enacted by a motion of grasping something and pulling it toward the body. The gestures for

74

Jear, fir, hear, and want were modeled on the ASL signs. State verbs as well as action verbs

were recalled better with the help of gestures. Whether based on the signs or not, all the

gestures for the state verbs were quite natural and iconic.

5.8 Conclusion

This study was conducted to investigate recall difference between SPT learning and
EPT learning in a Japanese classroom, compared to VT learning. Action verbs and state
verbs were used as recall targets. Recall of action verbs was compared with that of state
verbs in the three learning conditions. The findings of this study can be summarized as
follows: 1) word recall in SPT learning (moter encoding) was better than in EPT learning,
as predicted, 2) gesture-image presentation was effective for the recall of both action verb
and state verbs. There was no significant difference between the recall of both verb types in
the three learning conditions, 3) gesture was an effective cue for the recall of state verbs.

There were two possible factors for the better recall in SPT in this study: addition of
motor encoding, and psychological influence. Taking the Japanese educational
environment into consideration, motivational factors cannot be underestimated. Since
physical performance is very rare in Japanese classrooms, gesturing demanded much

stronger self-involvement.



Notes

In Studies 1 and 2, the subjects in VT learning were provided with verbal information
only. The study assumed that recall of verbal items was better in EPT learning than in
VT learning. In this study, the subjects in VT learning watched a video of a person
pronouncing words entitled, while the subjects in both EPT and SPT learning watched
a video of'a person pronouncing and enacting words entitled.

After the recall test, a translation test was conducted. As the translation of one word
was scored as one point, the total amount of marks for the test was 14 points. The
average score for VT group was 13.79, the average score for EPT group was 13.93,

and the average score for SPT group was 13.96.
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6. Study 4

In the previous three studies, lexical items were used as recall materials. The targets
were concrete nouns in Study 1, concrete and abstract nouns in Study 2, and action and
state verbs in Study 3.This study, then, employed sentence constructions, tested the recall
of sentences using different types of verbs as the predicate, and it also tested the effect of
gesture on the recall of those sentences.

In Experiment 1, the action and state verbs used for Study 3 are employed as the
predicate verb in each sentence. As the action and state verbs are recalled to a similar
degree, sentences with an action verb as the predicate and sentences with a state verb as the
predicate are also expected to be recalled similarly. As gesture is effective for the recall of
both action and state verbs, it is expected to be effective for the recall of both types of
sentences.

In Experiment 2, high frequency verbs and low frequency verbs are used for the
predicate. High frequency verbs are considered to be familiar and concrete, while low
frequency verbs are considered to be rather difficult and abstract. The recall of sentences
with a familiar word as the predicate, therefore, would be better than that of sentences with
a low frequency verb as the predicate. Gesture is expected to be effective for both types of
sentences because the recall of both concrete and abstract nouns were facilitated by gesture

in Study 2.

6.1 Experiment 1
6.1.1 Purpose

Experiment | has two purposes. One is to mvestigate recall difference between action
verb sentences and state verb sentences. The other is to investigate the effect of gesture on

the recall of both types of sentences.
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6.1.2 Subjects

A total of 56 first-year students, 42 males and 14 females, served as subjects. They
belonged to the faculty of science at a national university in the Hokuriku district. All of
them began to study English at junior high school. The subjects were chosen from two
different English classes. The level of students’ English in both classes was considered to

be similar by a teacher in charge.

6.1.3 Design

A 2x2 factorial design was used for the experiment. The first factor was either
performing gestures or not, which was the between-subjects variable. The second factor
was either recalling action verb sentences or state verb sentences, which was the

within-subjects variable.

6.1.4 Material

A total of 14 sentences with subject-verb-object construction were produced and
checked by a native speaker of English (Appendix E). The action and state verbs used for
Study 3 were employed as the predicate of each sentence. Two video tapes were then
produced. One for the control group was a tape of a native speaker (aged 46, male, British)
pronouncing the 14 target sentences. The other for the experimental group was a tape of the
same native speaker pronouncing the target sentences and enacting the actions and states
denoted by the 14 verbs. Each scene on both tapes was five seconds long with the subtitle
for each sentence at the lower part of the frame. Each scene was repeated twice in
succession. Action verb sentences and state verb sentences alternately appeared. All the

processes were edited on a computer.
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6.1.5 Procedure

Both the control group and the experimental group were told in advance that they
would be shown an educational video of the native speaker pronouncing 14 English
sentences (with gestures in the case of the experimental group). They were also told that
they would be given a recall test of the sentences. The control group was required to read
each sentence during its second appearance, and then write it down on a sheet of paper. The
experimental group was required to read each sentence and copy the speaker’s action
during its second appearance, and then write it down on a sheet of paper. Prior to the task
learning, two samples appeared. Soon after each experiment, both groups were asked to
recall as many sentences as possible, and write them down on a new sheet of paper within

five minutes. Predicate verbs were printed as cues on the paper.

6.1.6 Results
The recall of the subject and the object of each sentence was scored as one point,
respectively. The total amount of marks for each task (seven action sentences or seven state

sentences) were then 14 points. A simple spelling error was judged as a correct recall.

Table 6-1. Means and standard deviations of the results of recall test

stimuli M SD
action verb (AV) 9.46 2.59
state verb {SV) 10.21 248
AV + gesture 12.54 1.43
SV + gesture 12.86 1.35

Table 6-1 shows all the mean numbers and standard deviations for the recalled
English words under all the conditions of the recall test. Table 6-2 shows the analysis of

variance for the results of the recall test. It revealed that there was a large and significant
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main effect for gesture performance, £ (1, 54) = 36.26, p < 0.05.The main effect for word
type was not significant, /' (1, 54) = 3.75, p > 0.05. The main effect for the interaction of

gesture performance and word type was not significant, /'(1, 54) = 0.60, p > 0.05.

Table 6-2. Analysis of variance for the results of Experiment 1

SS df MS F p
gesture performance (A) 228.57 1 228.57 36.26  0.00
word type (B) 8.04 1 8.04 373 0.06
intraction (A x B) 1.29 1 1.29 0.06 0.44
error S(A) 340.39 54 6.3
error S(A) x B 115.68 54 2.14

After the experiment, students in two other classes, who were also freshmen in the
same faculty, had a translation test of the target sentences in the same experimental
condition in order to suggest that the control group and the experimental group had a
similar level of word knowledge. The correct translation of the subject, verb, and object of
each sentence were scored as one point, respectively. The total amount of marks for the 7
sentences of each predicate type was 21 points. There was no significant difference
between the results.' The results suggest that the subjects of Experiment 1 seemed to have
a similar level of word knowledge, and the difference in experimental condition did not

affect their comprehension.

6.2 Experiment 2
6.2.1 Purpose

In the previous studies on action memory, simple and familiar action verbs were
employed as target words. Experiment 1, then, tested action and state verbs. In Experiment

2, high frequency verbs and low frequency verbs are to be tested. Experiment 2 has two
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purposes. One is to investigate recall difference between sentences with high frequency
verbs as their predicate and sentences with low frequency verbs as their predicate. The

other is to test the role of gesture on the recall of both types of sentences.

6.2.2 Subjects

A total of 44 first-year students, 34 males and 10 females, served as subjects. They
belonged to the faculty of science at a national university in the Hokuriku district. All of
them began to study English at junior high school The subjects were chosen from two
different English classes. The level of students” English in three classes was considered to

be similar by a teacher in charge.

6.2.3 Design

A 2x2 factorial design was used for the experiment. The first factor was either
performing gestures or not, which was the between-subjects variable. The second factor
was either recalling sentences with a high frequency verb as the predicate verb or recalling
sentences with a low frequency verb as the predicate verb, which was the within-subjects

variable.

6.2.4 Material and procedure

Referring to Leech, Rayson, and Wilson (2001), which was based on the British
National Corpus, a sample of some 100 million words, seven high frequency words and
seven low frequency words were chosen for the experiment as Table 14. The number after
each word showed the frequency score of occurrences per million words. The high
frequency words were selected from words with more than 250 occurrences per million

words, while the low frequency words were selected form words with less than 25
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occurrences per million words. The high frequency verbs had short syllables and represent
simple actions and feelings, while the low frequency verbs had relatively long syllables and
represent complex behaviors and mental attitudes. Interestingly, the high frequency word
group seems to correspond to vocabulary for junior high school students, and the low

frequency word group seems to correspond to vocabulary for high school students.”

Table 6-3. High frequency verbs and low frequency verbs

call (535), follow (460), like (424),
high frequency verbs read (284), take (1797), tell (775),
want (945)
admire (22), assemble (17), classify (16),
low frequency verbs criticize (17), exhibit (18),
guard (14). tolerate (12)

A total of 14 sentences were produced for the experiment and were checked by a
native speaker of English (Appendix F). The high and low frequency verbs chosen were
used as the predicate of each sentence. 13 sentences had subject-verb-object construction,
but one sentence had subject-verb-adverbial phrase construction.” The process of making
videotapes for experiment 2 was the same as for experiment 1. A native speaker of English
(aged 47, male, American) pronounced target sentences, and enacted the predicates. The

procedure of experiment 2 was also the same as that of experiment 1.

6.2.5 Results

The rating system for sentence retenticn was the same as for Experiment 1. The
retention of each subject and object (the object of the preposition in No. 6 target sentence)
was scored as one point, respectively. Table 6-4 shows means and standard deviations for

the results of the recall tests. Table 6-5 shows the analysis of variance for the results of
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experiment 2. It revealed that there was a significant main effect for gesture performance, /*
(1, 42) = 13.58, p < 0.05. The main effect for word type was also significant, /' (1, 42) =
66.16, p < 0.05. The main effect for the interaction of gesture performance and word type

was not significant, /'(1, 42) =0.76, p > 0.05.

Table 6-4. Means and standard deviations for the results of'the recall tests

stimuli M SD
high frquency verb (HV) 9. 64 1. 87
low frequency verb (LV) 5. 41 2,81
HV + gesture 11.32 2.19
LV + gesture 7.91 2.78

Table 6-5. Analysis of variance for Experiment 2

S8 df MS F p
gesture performance (A)  96.18 1 96.18 13.58 0.00
word type (B) 320.73 1 320.73 66.16 0.00
intraction (A x B) 3.68 1 3.68 0.76 0.39
error S(A) 297.41 42 7.08
error S(A) B 203.59 42 4.85

After the experiment, students in two other classes, who were also freshmen in the
same faculty, had a translation test of the target sentences in the same experimental
condition. There was no significant difference between the results.” The results suggest that
the subjects of experiment 2 seemed 10 have a similar level of word knowledge, and the

difference in experimental condition did not affect their comprehension.

6.3 Discussion
The purpose of Study 4 was to test the role of gestures in recalling sentences by

performing denoted actions and states represented by predicate verbs. In the paradigm of

83



action memory, predicate verbs employed in the subject-verb-object construction were
typical action verbs such as pinch, kick, and rip (e.g., Saltz & Donnenwerth-Nolan, 1985).
In this study, Experiment 1 employed action and state verbs, and Experiment 2 employed
high and low frequency verbs.

The results of Experiment 1 were consistent with the prediction that action verb
sentences and state verb sentences would be recalled at a similar rate. There was no
significant main effect for predicate type. The results of Experiment 1 were also consistent
with the prediction that the enactment of both action and state predicates would be effective
for sentence recall. The main effect for gesture performance was significant. The action
verbs and state verbs employed were different in their semantic features of activeness and
self-controllability, but the difference did not affect sentence recall. The results suggest that
gesturing a predicate, either an action verb or a state verb, facilitates sentence recall at a
similar rate.

The results of Experiment 2 corresponded to the prediction that the recall of high
frequency sentences would be better than that of low frequency sentences. There was a
significant main effect for predicate type. The results of Experiment 2 also corresponded to
the prediction that the enactment of both high and low frequency predicates would be
effective for sentence recall. The main effect for gesture performance was significant. If
high frequency words are regarded as familiar words in terms of syntax and semantics,
their usage and meanings are better known than those of low frequency words. According
to Paivio (1965), auditory familiarity of words was cormelated with imagery and
meaningfulness (verbal association), and concrete nouns were higher in familiarity than
abstract nouns. If word frequency is defined in terms of concreteness, high frequency
words are familiar words with high imagery and meaningfulness, and low frequency words

are less familiar words with relatively low imagery and meaningfulness. The results of
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Experiment 2, then, suggest that imagery and meaningfulness of the predicate facilitate
sentence recall.

The predicate verb governs a sentence syntactically and semantically. A transitive
verb has two core arguments: subject and object. The subject-verb-object order is
syntactically determined, and the content of the subject and object is semantically restricted.
Tolerate, the lowest frequency verb for Experiment 2, demands the grammatical subject
and object. A person who has the ability to bear something unnecessary or undesirable
generally goes to the position of the subject, and its object is typically an unnecessary or
undesirable thing. In other words, the predicate verb, as the core of a sentence, contains
relational information influencing the structure of a sentence.

Begg and Paivio (1969) referred to an integrative role of imagery in concrete
sentences. They stated that a concrete sentence such as The fat boy kicked a girl, “can be
imaginally represented as an action picture in which the meaning of the entire sentence is
summarized as one organized unit, or complex image” (p. 821). From the viewpoint of the
dual coding theory, the sentence was coded by both the verbal and the imagery systems.
On the other hand, abstract sentences were assumed to remain linked more with the verbal
system. Begg and Paivio, then, hypothesized that “the most effectively coded, stored, and
retrieved aspects of a concrete sentence will be those related to the sentence as a whole
unit” (p. 821). As the predicate, kick demands two grammatical elements: the subject and
the object. Semantically, kick dernands actor-action-object relation. If the sentence The far
boy kicked a girl is readily comprehended as one organized unit or complex image, this
may be because the fat hoy smoothly fits the role of the actor and a gir/ fits the role of a
kicked person. As a result, the high imagery may have facilitated organizing the sentence
into a unit.

Gesture performance was effective in recalling sentences with a low frequency
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predicate. Classifyv in The librarian classified the books was enacted by both hands with the
palms facing each other moving from side to side in a series of small arcs. The gesture was
invented, based on the two ASL signs corresponding to English group and arrange. The
motion visualizes the idea of thing being grouped and placed in order. The gesture seems
clear because people classify things by dividing and grouping them. Criticize in The
Journalist criticized the music was enacted by outlining an X with an index finger. The
gesture, based on the ASL sign corresponding to criticize, visualizes the idea of crossing
out something unnecessary or wrong. Form represents meaning. Assemble in The students
assembled in the hall was enacted by wiggling both hands’ fingers and bringing them
toward one another. The gesture, based on the ASL sign corresponding to assemble,
visualizes the idea of many people gathering in a place (Sternberbg, 1994). Exhibit in The
artist exhibited the picture was enacted by moving both hands forward with an index finger
pointing at the palm of the other. The gesture, based on the ASL sign corresponding to
exhibit, visualizes the idea of focusing the attention on something, and bringing it forward
(Sternberbg, 1994). The gesture is commonly seen when people show or demonstrate
something. Guard in The men guarded the star was enacted by holding both arms with
fists in front and then pushing them forward. The gesture, based on the ASL sign
corresponding to guard, visualizes the concept of defense. Admire in People admired the
President was enacted by clapping hands. The gesture was invented because people
express their admiration with applause on many occasions. Tolerate in The patient
tolerated the pain was performed by wiggling fists in front. The gesture visualizes the
concept of endurance.

All the gestures seemed specific and relational because they reflected people’s daily
experiences, and were directly associated with feelings and objects in the scenes. The

gesture performance, by providing the predicate with a concrete image and meaningful
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information, might have facilitated organizing the sentence into a unit or complex image.

A

Figure 6-1. call

n

Figure 6-2. want  Figure 6-3. admire Figure 6-4. assemble

6.4 Conclusion

This study was conducted to test the role of gestures in recalling sentences by
performing denoted actions and states represented by predicate verbs. Four different types
of verbs, action verbs, state verbs, high frequency verbs, and low frequency verbs, were
employed as the sentence predicate. The findings of this study can be summarized as
follows: 1) enactment was effective for the recall of sentences with any type of predicate;
2) there was no significant recall difference between sentences with an action verb as the
predicate and sentences with a state verb as the predicate; 3) sentences with high frequency
verbs were remembered better than those with a low frequency verb as the predicate.

In study 3, there was no significant difference in recall results of the action verbs and
state verbs in VT learning, EPT learning, and SPT leamning. The results were parallel to the
recall results of sentences with the same action verbs and state verbs as the predicate in
Experiment 1. Enhancement in word recall by enacting the denoted actions and states was
also parallel to that in sentence recall by enacting the actions and states denoted by the
predicates.

The predicate verb governs a sentence syntactically and semantically. The predicate
verb, as the core of a sentence, contains relaticnal information influencing the structure of a

sentence. It was assumed then that the predicate with high imagery facilitates organizing a

87



sentence into a unit or complex image. The results of Experiment 2 indicated s a significant
deference in recall between sentences with high frequency verbs as the predicate and
sentences with low frequency verbs as the predicate. It was assumed that familiarity of
words was correlated with imagery, and meaningfulness and familiarity was higher with
concrete words than abstract words (Paivio, 1965). High frequency words, then, are
regarded as familiar words with high imagery and meaningfulness, and low frequency
words are less familiar words with relatively low imagery and meaningfulness. The
difference in imagery and meaningfulness (imagery and meaningfulness are correlated)
between the high and low frequency verbs is considered to be the cause of the difference in
recall between the sentences with high frequency verbs as the predicate and the sentences
with low frequency verbs as the predicate.

Enacting the actions and states denoted by high and low frequency verbs enhanced
the recall of the sentences with both types of verbs as the predicate. The results suggested
the possibility of enhanced recall of both high and low frequency verbs by gesture. The
analysis of gestures for the low frequency predicates suggested that all the gestures for the
seven predicates were based on common bodily experiences. It is assumed that predicate
verbs, either high frequency verbs or low frequency verbs, can facilitate the recall of

sentences if they are enacted by gestures based on people’s daily experiences.
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Notes

1 The average score of action verb sentences for the first class (19 students) was 20.79,
and the average score for the second class (22 students) was 20.86; the average score
of state verb sentences for the first class was 20.84, and the average score for the
second class was 20.91.

2 JACET 8000, a new word list for Japanese students, classified English words from
level one (1-1000) to level eight (7000-8000). Words in level one and level two
(1000-2000) are considered to be words for junior high school students and the first
year students of senior high school, and words in level three are for the second and
third year students of senior high school. The words classified as the high frequency
verbs in Study 4 all belong to the level one, and the words classified as the low
frequency verbs belong to level three (2000-3000) and four (3000-4000) except guard.

3 The target sentence. The students assembled in the hall, has the subject-verb-adverbial
(prepositional) phrase structure, not the subject-verb-object structure. The definition of
assemble is that a group of people come together in a place. As for assemble, a phrase
expressing a location is not always necessary in terms of syntax, but the concept of
location is a part of the concept of assemble. In this sense, the object of the preposition,
hall, was considered to be a significant component of the sentence.

4 The correct translation of the subject, verb, and object of each sentence was scored as
one point, respectively. The average score of high frequency sentences (HFSs) for the
first class (17 students) was 19.94, and the average score of HFSs for the second class
(20 students) was 20.05. The average score of low frequency sentences (LFSs) for the

first class was 15.59, and the average score of LFSs for the second class was 16.10.



7. Study 5

Study 4 extended a recall target from word to sentence, and tested the effect of gesture
by enacting the predicate verb of a sentence. Study 5, in turn, employs a paragraph as a
recall target. The paragraph is analyzed into small parts called idea units (Carrell, 1985)."
The idea unit is a syntactic unit which expresses a thought or idea. Dividing a paragraph
into idea units, Study 5 tests the effect of gesture in recalling a paragraph. The enactment of

one word per each idea unit is expected to enhance the recall of the whole paragraph.

7.1 Purpose

The purpose of the study is to test the role of gesture in recalling an English

paragraph.

7.2 Subjects

A total of 60 first-year college students served as subjects. They belonged to the
faculty of engineering at a national university in the Hokuriku district. They began to study
English at junior high school. 29 subjects, of which 22 were males and seven were female,
constituted the control group, and 31, of which 25 were males and six were females,
constituted the experimental group. The subjects were chosen from two different English
classes. The level of students’ English in three classes was considered to be similar by a

teacher in charge.

7.3 Design
A /-test analysis was used for this study to investigate the difference between the recall

of'a paragraph in VT learning and that of a paragraph in SPT learning

7.4 Material

An English paragraph with four sentences about business innovation (Appendix G)
was constructed, and checked by a native speaker of English (aged 23, female, British).*
The four sentences were analyzed into eight idea units. One lexical item was selected from
each idea unit for enactment: seven verbs and one adverb. Two videotapes were then
produced. One for the control group was a tape of the native speaker pronouncing the
paragraph. The other for the experimental group was a tape of the same native speaker
pronouncing the paragraph and enacting the eight words. The paragraph was segmented
into eight scenes of eight idea units, and each scene was subtitled. Before the experiments,
the eight enacted words appeared on the screen with their Japanese translations, and the

native speaker pronounced the words (with gestures for the experimental group).

7.5 Procedure

All the subjects were informed that they would be shown an educational video of a
native speaker of English pronouncing a paragraph (with gestures in the case of the
experimental group). The control group was required to read the paragraph aloud at the
second appearance of the paragraph, while the experimental group was required to read the
paragraph aloud and copy the person’s gestures. Prior to the task learning, the 8 enacted
words appeared with Japanese translations (with gestures in the case of the experimental
group). Five minutes afier the 1ask, both groups were given an unexpected recall test. The
test was a fill-in-blank format. Two words (including each enacted word) per idea unit had

been deleted. The subjects were required to fill in the 16 blanks in five minutes.

7.6 Results

The author measured recall by the number of the words supplied.
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Table 7-1. Means and SDs for the results of the recall test

stimuli M SD
pronouncing ( P ) 10.59 3.58
P + gesturing 11.74 3.18

Table 7-2. Means and SDs for the results of the recalled enacted words

stimuli M SD
pronouncing ( P  5.52 172
P + gesturing 6.16 1.70

Table 7-1 shows the means and standard deviations for the results of the recall test.
There was no statistical difference in mean scores between VT learning and SPT learning, ¢
(58) = - 1.32, p > 0.05. Table 7-2 shows the means and standard deviations for the results
of'the recalled enacted words. There was no statistical difference in mean scores between

VT learning and SPT learning,  (58) =- 1.49, p > 0.05.

7.7 Discussion

The previous studies indicated that enactment was effective in recalling words and
sentences. The purpose of study 5, then, was to test the role of gestures in recalling a
paragraph. The target paragraph was divided into eight idea units, and the recall of the
paragraph was examined by counting the recall of two words per idea unit, totally sixteen
words. The results showed that gesture performance was not significantly effective. Even
recall of the eight words enacted was not significantly better than that of the same words
not enacted. What were the possible reasons for the ineffectiveness of enactment, even for
the recall of enacted words?

There were four possible reasons for the ineffectiveness of gesture in recalling. The

first is three technical problems in the experiment. Prior to the task learning, the eight
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words, which were enacted for the experimental group, were shown to the subjects of both
groups with their Japanese translations. The word presentation might have strongly
influenced at least the recall of enacted words. Another possible technical problem was that
the subjects were not firmly required to memorize the paragraph. Unless mnemonic cues
should be intentionally created and used, they will not be effective. The rest possible
technical reason was that the native speaker tended to pronounce the enacted words slowly
then she spoke with gestures. The speed difference might have interfered with the subjects’
smooth understanding.

The second possible reason was related to the quality of the gestures. All the gestures
provided for the enacted words were modeled on the ASL signs corresponding to those
words. Decline was performed by moving a hand downward in a series of short
movements to represent the condition of something getting worse. Lakoff and Johnson
(1980) referred to conceptual metaphor GOOD IS UP/BAD IS DOWN in English. “Things are
looking #p and things are at an all-time /ow” (emphasis in the original, p. 16). The
downward motion seemed understandable because goodness-badness is represented in
terms of verticality in Japan, too. Realize was enacted by pointing at the head with an index
finger. It is widely accepted that the head is the location of intelligence. o was enacted by
pushing the fists forward to show one’s ability. Artract was enacted by a motion of bringing
something together to one point. Develop was enacted by moving one hand upward to
represent something appearing and growing. Later was enacted by moving an open hand
forward to represent something ahead in the future. The motion is based on the ASL sign
corresponding to the English word fater. This is an example of the conceptual metaphor
FUTURE IS AHEAD. [ncrease was enacted by moving an open hand upward. The gesture 1s
an example of MORE IS UP. Anticipate was enacted by index fingers pointing at the eyes,

and then moving forward as if the eyes looking into the future. This is another example of
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FUTURE IS AHEAD. Most gestures were metaphorically associated with word concepts. The
gestures seemed understandable to the subjects because similar modes of thought were

found in Japanese language.

Figure 7-1. later  Figure 7-2. realze Figure 7-3. anticipate I"igum.?-*l. dem!op

The third possible reason was related to the syntactically and conceptually
complicated structure of a paragraph. The target paragraph, composed of four sentences
was analyzed into eight idea units. The units consisted of various grammatical structures:
one single clause, three main clauses, two subordinate clauses (one noun clause and one
adverb clause), one to-infinitive phrase, and one prepositional phrase. The target words for
recall were also composed of various grammatical components. The eight enacted words
were seven verbs and one adverb. The rest eight recall words, seven nouns and one
adjective, were four grammatical subjects, two grammatical objects, one item in a
prepositional phrase, and one item in an adverb clause. The complicated syntactic structure
of the paragraph might have disturbed the subjects’ leaming.

Generally, the comprehension of a paragraph requires word knowledge, syntactic
knowledge, knowledge of text structure, and general knowledge of topic. For example,
Carrell (1985) stated that “the more tightly crganized patterns of comparison, causation,
and problem/solution generally facilitate the recall of specific ideas from a text more than
the more loosely organized collection of descriptions pattern” (emphasis in the original, p.

730). In the target paragraph, the down sales and the development of a new product should

94

be linked in terms of problem-solution, and the new product and the up sales should be
linked in terms of cause-effect. All the events need to be linked to each other in a temporal
relation. It might have been not appropriate to divide up such a grammatically and
semantically complex body into idea units and enact one word per idea unit.

The forth possible reason was related to the limitation of mnemonic techniques.
Mnemonic techniques in general emphasize a one-to-one relationship. In the present study,
gesture mediates between the form and meaning of a word. Although gesture can convey
both distinctive and relational information, it may not be able to cope, in a fundamental
way, with a complex structure of information like a paragraph. Performing one gesture per
idea unit might have conflicted with coherent comprehension of content and thus confused
the subjects. Sadoski and Paivio (2001) stated that “the only necessary and sufficient
condition for textual coherence appears to be that the sentences in a text conform to an
image of a possible world in the experience or imagination of the reader” (p. 126). The
eight gestures, then, might have provided the subjects with collections of segmented

images, not a unified one.

7.8 Conclusion

In previous studies on memory, linguistic targets were mostly words and phrases.
Study 5 then extended a recall target to a paragraph. The study was conducted to test the
role of gestures in recalling the comem of a paragraph. The paragraph was divided into
eight idea units. One word per each idea unit was enacted, and two words (including each
enacted word) per each idea unit were recall targets. The results showed that gesture
performance was not significantly effective, even for the recall of the enacted words.

Several possible reasons for the ineffectiveness of gesture were considered. The first

was three technical problems in the experiment. Prior to the task learning, the subjects were
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presented with the eight enacted words and their Japanese translations. The presentation
might have impressed the subjects strongly. The other possible technical problem was that
the subjects were not strongly required to memorize the content of the target paragraph.
Mnemonic cues should be intentionally employed. The rest technical problem was that the
model native speaker tended to pronounce the enacted words slowly when she spoke with
gestures. The irregular speed might have interfered with the subjects” smooth
understanding.

The second possible reason for the ineffectiveness of gesture was the quality of the
gestures. All the gestures provided for the enacted words were modeled on the ASL signs
corresponding to those words. Decline, for example, was performed by moving a hand
downward in a series of short movements to represent the condition of something getting
worse. Lakoff and Johnson (1980) referred to conceptual metaphor GOOD IS UP/BAD IS
DOWN in English. The downward motion seemed understandable because
goodness-badness is represented in terms of verticality in Japanese language, too. Most
gestures were metaphorically associated with word concepts. The understanding of the
gestures depended on whether the subjects accepted the gestures according to their daily
experiences.

The third possible reason was related to the syntactically and conceptually
complicated structure of a paragraph. The target paragraph, composed of four sentences
was divided into eight idea units. The sixteen target words for recall were composed of
various grammatical components. The eight enacted words were seven verbs and one
adverb. The rest eight recall words, seven nouns and one adjective, were four grammatical
subjects, two grammatical objects, one item in a prepositional phrase, and one item in an
adverb clause. The complicated syntactic structure might have disturbed the subjects’

learning.

A paragraph is also conceptually complicated. The comprehension of a paragraph
requires word knowledge, syntactic knowledge, knowledge of text structure, and general
knowledge of topic. The target paragraph was a business story. The down sales and the
development of a new product should be linked in terms of problem-solution, and the new
product and the up sales should be linked in terms of cause-effect. All the events need to be
linked in a temporal relation. It might have been not appropriate to divide up such a
grammatically and semantically complex body into idea units and enact one word per idea
unit.

The forth possible reason was related to the nature of mnemonic techniques.
Mnemonic techniques generally emphasize a one-to-one relationship. They associate one
target item with one cue. In the present study too, one gesture was provided for one word.
Gesture may not be able to cope with a complex structure of information like a paragraph.
Performing one gesture in one idea unit might have conflicted with coherent

comprehension of content and have confused the subjects.
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Note
Carrell (1985) stated, “each idea unit consisted of a single clause (main or subordinate,
including adverbial and relative clauses). Each infinitival construction, gerundive,
nominalized verb phrase, and conjunction was also identified as a separate idea unit. In
addition, optional and /or heavy prepositional phrases were also designated as separate
idea units” (p: 757).
The paragraph was constructed, based on a paragraph in Wattenmaker and Shoben

(1987, p 142).
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8 Conclusion and implications
This final chapter refers to a limitation common to the five studies and summarizes
their findings. It also mentions some implications for further research, and finally proposes

a model of teaching English with gesture.

8.1 Limitations of the studies

In the experiments, the English ability of the control groups and the experimental
groups was not formally tested before conducting the experiments. Translation tests were
conducted subsequently to the experiments in Studies 2 and 3, and students who were
considered to be equivalent to the subjects had translation tests in Study 4 in order to test
whether the control group and the experimental group had a similar level of word
knowledge. As for Studies 1 and 5, no measure was taken except for the teachers’
judgment. The equality of subjects” English ability was only based on experience, because
simple nouns were target words in Study 1, and main words were shown with Japanese
translations before the experiment in Study 5. This might have affected the results of the
studies reported above.

Visual information for all studies was first digitally videotaped, and then was edited
on a computer. Noise, poor lighting, and spatial constraints were involved in the
filmmaking, and some parts were not technically well-edited. The model native speakers
tended to speak a bit slowly when they spoke with gestures. Some gestures were poorly
performed, and some gestures were not well-organized. Enacted English words (nouns and
verbs) were not randomly selected from English lexicon. A word whose ASL equivalent
was iconic or metaphorical was a good candidate for enactment.

With these limitations in mind, the findings of the five studies are briefly reviewed in

the following section.



8.2 Summary of the findings

Study 1 (Chapter 3) examined Paivio’s (1986) bilingual dual coding theory that two
verbal systems and one nonverbal system are independent and additive in effect, by
supplying Japanese EFL students with gesture images as nonverbal cues for word recall.
The study confirmed that the bilingual processing (translation of Japanese words into
English equivalents) was more effective for the recall of English words (concrete nouns)
than the monolingual processing (copying English words). The study revealed that gesture
images were effective in recalling English words in both conditions, and English words
were similarly well remembered even in the monolingual processing if gesture images
provided. The results suggest that gesture images are useful cues for word recall, and
English concrete nouns can be learned without Japanese equivalents if gesture images are
provided.

Concrete words which represent simple objects and events have sometimes been
presented with pictures and gestures, but abstract words are only verbally explained and
comprehended. How to visualize abstract concepts is a challenging issue. In Study 2
(Chapter 4), the effectiveness of gesture images for the recall of abstract nouns as well as
concrete nouns were tested. The study revealed that gesture images were effective even for
recalling abstract nouns. Abstract words were represented by gestures modeled on the ASL
signs corresponding to each word. Some ASL signs iconically represent the referents, and
some signs metaphorically represent abstract concepts. Their iconic and metaphorical
motions were applied to the enactment of abstract words. Previous studies on gesture and
language (both signed and spoken) show that gestures and linguistic items are mostly
conceptualized through human bodily experiences (Chapter 2). Common bodily
experiences, then, are assumed to provide Japanese EFL students with cues for

comprehending and retrieving English abstract words.
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Study 3 (Chapter 5), using action verbs and state verbs as recall targets, compared the
recall in SPT (subject-performed task) condition with that in EPT (experimenter-performed
task) condition. The action and state verbs were similarly recalled. Semantic features
(activeness and self-controllability) did not affect their recall. Performing gesture (motor
encoding) was more effective than watching somebody else’s gesture (visual encoding) in
recalling words. In addition to the motor component, psychological aspects involved in
gesture performance were discussed as a possible reason for better recall. Gesturing
demands much stronger self-involvement than expected because physical performance is
very rare in Japanese classrooms. Students’ emotions, however, are often influenced by
class atmosphere. There is a possibility for worse recall. Some Japanese students who are
not used to physical performance may try to avoid gesturing before their peer students. The
effectiveness of gesture performance may not always be predictable in Japanese class
rooms.

In Study 4 (Chapter 6), recall targets were extended from word level to sentence level.
The predicate verb was enacted because the predicate of a sentence governs a sentence
syntactically and semantically. In other words, the predicate has relational information
influencing a whole sentence. A transitive verb, for example, has two core arguments:
subject and object. The subject-verb-object order is syntactically determined, and the
content of the subject and object is semantically restricted. It is, therefore, predicted that
better comprehension and recall of the predicate verb should facilitate better recall of the
whole sentence. The enactment of the predicate was effective in recalling sentences with
four types of predicates: action verbs, state verbs, high frequency verbs, and low frequency
verbs. Low frequency verbs were regarded as less familiar words with low imagery and
concreteness. The concept of each low frequency verb was enacted and visualized by a

gesture modeled on the ASL sign corresponding to the verb. Based on common bodily
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experiences and knowledge, the gestures were supposed to familiarize subjects with
abstract concepts.

In Study 5 (Chapter 7), the recall target was a paragraph. The target paragraph was
divided into eight idea units, and one word per idea unit was enacted. This time, however,
the enactment of the words did not facilitate the recall of a paragraph significantly. There
were four possible reasons: technical problems in the process of the experiment, the quality
of the gestures as a recall cue, the complex structure of the paragraph, and the general
characteristics of mnemonic techniques. Generally a paragraph is grammatically and
conceptually complicated compared to words, phrases, and sentences. The target paragraph
was composed of various grammatical elements and complex rhetorical relations such as
cause-effect and problem-solution. On the other hand, the gestures emphasized a
one-to-one relation by providing one word in an idea unit with one recall cue. The results
may suggest that the effective role of gesture as a mnemonic cue is limited to a word,

phrase or sentence level at the longest.

8.3 Implications for further research

It has been shown that gesture is an effective cue for recalling abstract words as well
as concrete words, and for recalling simple sentences if predicate verbs were enacted.
Concrete concepts are pictorially described, and abstract concepts are metaphorically
represented by some common gestures based on daily experiences. Further research, then,
should analyze as many English words as possible in terms of visualization and conceptual
metaphor, and test if words in the same conceptual domain can be enacted systematically.
Etymology may be useful for conceptual analysis of abstract words, as both suppose and
propose are analyzed and connected by COMMUNICATION IS SENDING metaphor.

Further research also should investigate how teachers present and explain words with
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gesture. Using the gesture method suggested by the present dissertation, teachers can show
their students the role of gesture in leaning and recalling English vocabulary. Many
Japanese teachers of English, sorry to say, are not fully aware of gesture as a useful aid for
language teaching and learning. They tend to teach English only through a verbal channel,
mainly through Japanese. They should know that they can explain word meaning both
verbally and nonverbally, and that their gesture, including their facial expressions, can
encourage students to gain access to unknown words. Students may also have stereotype
images of gesture; gesture is only physical, childish, and useless for language learning.
Gesture performance by students demands strong self-awareness, especially at the presence
of peer students. Teachers, then, are expected to offer the gesture method, as one of a
variety of methods, and demonstrate the effect of gesture on comprehension and retrieval
of English words by visualizing concepts and connecting them with students’
sensory-motor experiences. Their daily demonstrations in classrooms will then lighten

students’ psychological burden and change their concept of gesture.

8.4 Conclusion: learning English with gesture

Mnemonic techniques, classical and modern, all share the assumption that the recall
of one idea promotes that of another, and the power of association is related to the high
imagery of a recall cue. In the present study, gesture is proposed as a both imaginal and
conceptual cue which strengthens associative ties between a target word, its Japanese
equivalent, and a learner’s prior experience and knowledge. Gesture picks up a
sensory-motor aspect of a concept, and visualizes it through a specific image. Cry, for
example, 1s visualized by index fingers wiggling down the cheeks. Producing tears is a
typical image of crying and easily associated with the concept of cry, this is because the

gesture is based on a bodily experience that tears roll down the cheeks. If ¢y is
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synchronized with the gesture and learned, the word will be coded both verbally and
nonverbally, linked with the bodily experience, and readily remembered.

Gesture is effective for the recall of abstract words as well. The visualization of
abstract concepts has been an unsolved issue, but the present thesis proposes to represent
abstract English words by gestures modeled on corresponding ASL signs. It is assumed
that natural gestures and language (signed or spoken) basically stem from bodily
experiences, and even abstract concepts, in many cases, are metaphorically represented on
the basis of the bodily experiences. Time, for example, is conceived as a linear object in
terms of space with a person in the center. This is FUTURE IS AHEAD/PAST IS BEHIND
metaphor. Based on the conceptual metaphor, forecast (as well as anticipate) is visualized
by index fingers pointing at the eyes, and then moving forward as if the eyes are looking
into the future. Postpone is represented by moving a hand forward as if placing something
ahead into the future. In contrast, recollect is represented by fingers pointing at the eyes and
then moving over the shoulder as if the eyes were looking back at the past. Forecast,
posipones, recollect, and phrasal verbs such as look forward to and look back are all related
and comprehended in terms of the same concept metaphor, FUTURE IS AHEAD/PAST IS
BEHIN. Abstract words are low in concreteness and imagery, but relatively high in
meaningfulness. Gesture, therefore, visualizes abstract concept in terms of metaphor linked
with prior experience and knowledge.

Language education is widely thought of as being verbally conducted. In the
classroom, the four skills, speaking, listening, reading, and writing are repeatedly drilled
primarily through the verbal code. Language acquisition, however, is widely accepted as
being multi-modal. Infants acquire language through bodily mteracting with the physical
world. Sensory-motor activities are a fundamental aspect of language acquisition and

concept formation. In this sense, language is grounded in bodily experiences. If
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sensory-motor information is indispensable for language acquisition, isn’t it also true of
second language learning? Learners may have little or no knowledge of a second language,
but they have acquired many bodily and mental experiences. Their experiences can give
them opportunities to conceive the second language from both sensory-motor and
conceptual aspects. Although gesture has no standard form or code, based on common
experiences, gesture can be a visual and conceptual cue for second language learning.

As has been explained, the role of gesture in English classes in Japan has received
little attention. Many teachers consider gesture to be one mode of non-verbal behavior and
not directly related to language education. Mental imagery, however, is depictive and
descriptive. Language and gesture can represent the same image and concept, and the
production and perception of both activities are grounded in the same mental processes.
Reducing language learning to the verbal channel is not desirable in terms of both
cognition and communication. Japanese teachers of English, then, should notice that their
teaching with gesture can facilitate the comprehension and retrieval of English language.
Language and gesture are mostly based on conumon bodily experiences, and students’ prior
experiences can readily lead them to the concepts of unknown English words and
expressions. Gestures based on daily experiences, therefore, can be a promising cue for

word recall.
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Appendices

Appendix A Memory strategy diagrams revised from Oxford (1990: pp. 16-18)

Leaming Strategies —

Creating mental

| Applying images and sounds
(contimed )

— Memory Strategies ——

— Reviewing well (conttmied )

— Direct ¢

— Indirect Strategies

— Grouping

Cognitive strategi

— Employing action {(contimed )

linkages

Applying images |

and sounds

— Using imagery

— Using keywords

Reviewing well

Employing action l

—— Semantic mapping

— Representing sounds

Structural reviewing

—— Compensation Strategies

— Placing new words into a context

Using physical response or sensation

Using mechanical techniques

— Creating mental links (continued )



Appendix B A list of vocabulary learning strategies used by Japanese EFL learners Appendix C A list of English words and Japanese words for Study 1
revised from Schmitt (1997: pp. 207-208)

. 1 0, o,
—— e category control group experimental group
Strategies for the discovery of a new word's meaning English EESS English EES
Analyse part of speech 32 75
Analyse affixes and roots 15 68 1 building house 7= tower E
Check for L1 cognate 1 40 2 geography sea N river B
Analyse any available pictures or gestures 47 R4 3 body it = lip B
Guess from textual context 74 73 46 irel g m
Bilingual dictionary 85 95 Bore R sguatc
Monolingual dictionary 35 77 5 mature fire X water U4
Ask teacher for an L1 translation 45 61 6 goods fork F—=7 oven T+—7
Ask teacher for paraphrase or synonym of anew word 42 86 7 plant flower =1 grass it
Ask teacher for a sentence including the new word 24 78 8 stationary  book N pencil &
Ask classmates for meaning 73 65 o akitstal bird 1% B
Discover new meaning through group activity 35 65 am Ir'na ; CaF L
10 vehicle car i ship #=
Strategies for consolidating a word once it has been encountered 11 house door E window =]
Study and practice meaning in a group 30 51 12 human boy i girl W
Teacher checks srmlieri(s' flash cards or word lists for accuracy 3 39 13 tool hammer 2T L— spray INT—
Image word's meaning 50 38 14 Lin enner Fhys STIgAr At
Connect word to a personal experience 7 62 cop g PEpp g
Associate the word with its coordinates 13 54 15 children ~ baby Fi child AL
Connect the word with its synonyms and antonyms 41 88 16 sun dawn BOAY  sunset REAT
Use semantic maps 9 47 17 fruit lemon Yo apple LE
39&: 'scales’ f(;r.gradn:ale adjectives :g 23 18 space sky 2 star Ze
5€ néw word 1n sentences ¥ . . —_
Study the spelling of a word 74 87 19 fumlt‘ure chair T table 9:-17
Study the sound of a word 60 81 20 clothing dress 2 shoes FLR
Say new word aloud when studying 69 91
Image word's form 32 22
Use Keyword Method 13 31
Affixes and roots (remembering) 14 61
Parts of speech (remembering) 30 73
Paraphrase word's meaning 40 77
Use cognates in study 10 34
Learn the words of an idiom together 48 77
Use physical action when leaming a word 13 49
Verbal repetition 76 84
Written repetition 76 91
Word lists 54 67
Flash cards 25 65
Take notes in class 64 84
Use the vocabulary section in your textbook 48 76
Skip or pass new word 41 16
Continug to study word over time 45 87




Appendix D A wordlist of concrete words and abstract words for Study 3, revised Appendix E A list of sentences for Experiment | in Study 4
from Paivio et al. (1968pp. 10-25)

#E X )
1 The cook washed the pot. (T A& E5)
2 The fruit contained the vitamins. (AKX A& BN Ed)

concrete word I C abstract word I C )
1 bird 6.67 696 ability 267 2.63 Eﬁﬁj_(
2 book 643 696  agreement 333 2.93 I The fan caught the ball. (1)
. 2 The singer heard her song. (4K &)
3 chair 6.63 7.00 amount 273 3.62 3 The mother cut the cake. (15:5)
4 clock 0.50: 694 anger 8] 119 4 The children believed the story. (/&)
5 door 6.60 7.00 cleanness 4.77 3.63 5 The racer drove the car. (#7:8)
6 dress 6.53 6.93 co-operation 340 192 6 The students feared the teacher. (X i)
7 flower 6.57 696 development 3.07 282 7 The pilot pulled the lever. (T4)
8 folk 6.57 6.94 discovery 4.13 3.06 8 The boy wanted the soccer ball. (4K &)
9 grass 6.63 6.96 dream 46 3.03 9 The salesman pushed the button. (1T4)
10 hammer 6.73 696 effort 333 222 10 The coat fitted the gentleman. (4K #E)
11 house 6.67 693 expression 3.57 248 11 The boy threw the stone. (7 4)
12 lemon 6.83 6.96 grief 470 186 12 The baby und.ersrood the gestlir_e. (IRAE)
13 ocean 670 6.90 hatred 397 1.52 I3 The father painted the fence. (7%)
14 oven 6.40 696 health 410 3.54 14 The farmer owned the land. (1 )
15 pipe 643 690 justice 360 2.18
16 ship 6.67 6.93 pleasure 4.80 2.10 Appendix F A list of sentences for Experiment 2 in Study 4
17 sugar 6.57 696 power 447 273
18 table 6.50 7.00 pressure 4.10 3.63
19 tower 6.53 6.96 promotion 333 3.56 #E
20 water 6.60 6.96 thought 277 128 I Santa Claus came to the house. (748 Bh5)
I: imagery, C: concreteness 2 The army surrendered to the enemy. ({E 48 EE BhzA])
FEX
; 1 1 The teacher called the name. (&)
** Imagery and concreteness were rated on 7-point scales. Warer, for example, was 2 The librarian classified the books. (&)
rated as 6.60 and 6.96. Both imagery and concreteness were very high. 3 Fans followed the player. (%)

4 The journalist criticized the music. ({&)
5 The girl liked the cat. (&)
6 The students assembled in the hall. ({&)
7 The doctor told the truth. (/&)
8 The artist exhibited the picture. ({&)
9 The boy wanted the bike. (&)
10 The men guarded the star. ({&)
11 The robber took the bag. (&)
12 People admired the President. ({&)
13 The mother read the story. (&)
14 The patient tolerated the pain. ({&)

120 121



Appendix G A task paragraph of eight idea units for Study 5

The company had been declining. The president realized that they had to do something.
They developed a new product to attract more customers. Two years later, the sales

increased more than they had anticipated.

1 The company had been declining.
2 The president realized.

3 that they had to do something.

4 They developed a new product

5 to attract customers.

6 Two years later,

7 the sales increased

8 more than they had anticipated.

* The bold words are enacted and recalled.
* Underlined words are also recall targets.



