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Abstract

Energy-efficiency of sensor nodes is one of the essential key requirements in Wire-
less Sensor Networks (WSNs) where the sensor nodes operate with batteries. In
order to realize high energy-efficiency of sensor nodes, this thesis focuses on wake-
up radio technology that remotely activates sensor nodes using radio waves only
when needed, which is a technology for reducing the wasteful energy consumption
during idle periods of sensor nodes. Wake-up radio technology can be realized by
installing an ultra-low power wake-up receiver, which is dedicated to the operation
waiting for communication requests, into each sensor node. Conventional Identity-
based Wake-up (IDWu) specifies the node to be activated by IDentification (ID).
However, this method cannot suppress wasteful wake-up of nodes storing unde-
sired data for the sink because it cannot activate the sensor nodes based on their
observations (sensing data). In order to solve this problem, this thesis proposes
Content-based Wake-up (CoWu), which realizes wake-up control based on the ob-
servation of each node. In CoWu, the sink transmits a wake-up signal embedding
the information on the target of content, i.e., the threshold. This signal is detected
at wake-up receivers, and only nodes that observe desired data by the sink, i.e.,
nodes observing data more than a given threshold wake up and transmit data,
while others suppress their wake-up, which saves wasteful energy consumption.
We apply CoWu to four types of data collection scenarios: (A) data collection in
the environment where the sink requests information on nodes that observe spe-
cific values, (B) data collection in the environment where the observed data have
temporal correlation, (C) data collection in the environment where the observed
data have spatial correlation, and (D) data collection in the environment where
high freshness is required for the collected data. We investigate the interaction of
CoWu and characteristics of content observed by sensors, such as the distribution
of observed data, resolution of sensors, and spatio-temporal correlation of observed
data. We evaluate the effectiveness of CoWu with a variety of setting, and analyze
the gain of CoWu theoretically. With obtained numerical results, we reveal the
energy-efficiency achieved by CoWu in WSNs.

The thesis is organized as follows. Chapter 1 gives introduction of this thesis,
including the positioning of CoWu within the framework of WSNs. Then, we de-
scribe the related work and research objective. Finally, we briefly introduce the
outline of the thesis. In chapter 2, we explain the background of this study, in-
cluding WSNs, the necessity of data-oriented communication, and wake-up radio
technology. In chapters 3 to 6, we investigate characteristics of CoWu by introduc-
ing it to the four different scenarios mentioned above. Chapter 3 applies CoWu
to top-k query scenario and proposes Count-down CoWu (CDCoWu) designed



for top-k query. We investigate the characteristics of data collection employing
CDCoWu and show its effectiveness by comparing with the conventional wake-
up control. In Chapter 4, we extend the scenario in Chapter 3 to more general
case, i.e., repeated top-k query. We propose a wake-up control exploiting tempo-
ral correlation of sensing data, which aims to realize both high energy efficiency
and top-k ranking accuracy. Furthermore, we conduct experiments using a pro-
totype of sensor node employing wake-up receiver to confirm the practicality of
our proposed scheme. Chapter 5 focuses on the data collection environment where
the observation of sensing data have spatial correlation, and the sink conducts
the identification of multiple emission sources by collecting data from the sensor
nodes. In chapter 6, we apply CoWu to a scenario where the freshness is required
for the collected data. We investigate the effect of timing of CoWu signaling with
regard to the deadline of data collection with theoretical analysis considering the
evolution of physical process. We clarify the effectiveness of CoWu against the base
line scheme in terms of the speed of physical process. In Chapter 7, we conclude
this thesis regarding energy-efficient CoWu.
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Chapter 1

Introduction

1.1 Background

As the concept of Internet of Things (IoT) has pervaded, the expectation for
the upcoming IoT society is expanded, by which our quality of life is improved
dramatically. In IoT society, the information on the physical world observed by
sensors, such as temperature, humidity, and pressure, are collected in real-time
and analyzed with Artificial Intelligence (AI) technology. These analyzed data are
expected to bring a solution for a variety of social problems, including medical,
agriculture, and logistics, and contribute to the efficiency of various businesses
and the improvement of services. The IoT technology is also important in the
context of Industrial Internet of Things (IIoT), where the closed loop operation
among sensor nodes, sink node, environment, and actuator exist, and real-time
operations are required. The fundamental technology for data collection to support
these emerging applications is Wireless Sensor Networks (WSNs). Applications of
WSNs are in a wide variety of fields, including medical, agricultural, military,
and logistics, which will expand further in the future. Along with the increase of
applications of WSNs and the diversification of types of collected data, it becomes
challenging to satisfy the requirement from the user or network. For example,
collecting data from all sensor nodes in every data collection instance is clearly
undesirable because it increases amount of traffic. A more attractive strategy is the
introduction of data (content)-oriented communication, in which the sink allocates
limited wireless resources, such as energy and bandwidth, only to communication
of data that has a value and meaning for the sink. In this aspect, data-oriented
protocol designs considering the information on the application layer, including
the distribution of observed data, temporal or spatial correlation of observed data
[1], and freshness [2] become important.

The protocol design considering energy aspects is also crucial in WSNs, as
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1.1. BACKGROUND

sensor nodes operates with batteries. To this end, this thesis aims to clarify the
energy efficient wireless technology to be applied for data-oriented communication.
Fig. 1.1 shows the positioning of this research. There are two types of directions to
realize energy-efficient technology: (i) power reduction technology for communica-
tion and (ii) power reduction technology during idle period, i.e., no communication
period. This thesis focuses on (ii), i.e., we aim to reduce wasteful power consump-
tion in idle period. The basic approach of (ii) is duty-cycling in which main radio
of each node is periodically turned on/off. This, however, is not able to realize
both low-latency and high energy-efficiency of sensor nodes as there is an inherent
trade-off between them: lower duty-cycle achieves smaller energy consumption but
suffers from higher latency, while higher duty cycling achieves lower latency but
suffers from increasing energy consumption. As a more attractive solution, this the-
sis introduces the wake-up radio technology into WSNs, which we call on-demand
WSNs. In on-demand WSNs, an ultra-low power wake-up receiver is installed into
each sensor node. When there is no communication request, each node turns off its
main radio InterFace (I/F) and keeps only the wake-up receiver to be active. The
wake-up receiver activates its main radio I/F via the host Central Processing Unit
(CPU) only if it detects communication requests from the sink. By activating the
main radio I/F only when communication is needed, we can reduce the wasteful
energy consumption of idle period and realize energy-saving of the overall network.
As a wake-up control in on-demand WSNs, we assume wake-up control exploiting
frame length, i.e., the length of the energy burst, proposed in [3]. In the wake-up
control exploiting the frame length, each node decides whether it should wake up
or not by comparing its detected frame length and its wake-up frame length and
activates its main radio I/F only if a specific wake-up condition is satisfied.

The conventional wake-up control investigated in literature is Range-based
wake-up and Identity (ID)-based Wake-up (IDWu). In the Range-based wake-
up, the wake-up receiver activates its main radio I/F when it detects a signal level
(energy level) higher than a predetermined threshold. On the other hand, IDWu
is a wake-up control that specifics node to wake up according to the IDentification
(ID), e.g., Media Access Control (MAC) address, of each sensor node. In IDWu,
the sink transmits wake-up signal embedding the information of target ID. The
wake-up receiver detecting the wake-up signal addressing itself activates its main
radio I/F and transmits data. In the example of the wake-up control exploiting
the length of frame, to realize the operation of IDWu, we first need to prepare a
mapping table between frame length and ID. Then, the sink generates and trans-
mits a wake-up signal whose length corresponds to the target node ID. However,
in IDWu, the sink cannot activate nodes in accordance with the observation values
(sensing data), which causes wasteful energy consumption of nodes activated, but
observing data without any value for the sink. To solve this problem, this thesis

2



1.1. BACKGROUND

Energy-efficient technology in wireless sensor networks

(i) Power reduction technology for communication 

(ii) Power reduction technology during no communication period

Duty-cycling

Wake-up radio

Range-based wake-up

Identity-based wake-up

Content-based wake-up

Figure 1.1: Positioning of this research.

proposes Content-based Wake-up control (CoWu) for on-demand WSNs, which
enables the sink to wake up only nodes that have its desired data. In CoWu, the
sink transmits a wake-up signal embedding the information on target content, i.e.,
the threshold of sensing data. The wake-up receiver detecting this wake-up signal
compares the threshold with its sensing data, and only sensor node holding its
desired data activates its main radio I/F and transmits data to the sink. This
thesis applies CoWu to four types of data collection scenarios: (A) data collection
in the environment where the sink requests information on nodes that observe
specific values (c.f. Chapter 3), (B) data collection in the environment where the
observed data have temporal correlation (c.f. Chapter 4), (C) data collection in
the environment where the observed data have spatial correlation (c.f. Chapter
5), and (D) data collection in the environment where high freshness is required for
the collected data (c.f. Chapter 6). These four types of data collection scenarios
are important in terms of data-oriented communication, in which the importance
of data to be collected depends on the user’s requirements. Therefore, when col-
lecting data in these scenarios, it is desirable for the sink to allocate limited radio
resources in accordance with the observed data of each node. We believe data
collection by employing CoWu plays an important role in these applications for
reducing the wasteful energy consumption of nodes, and a thorough investigation
of the performance of CoWu in these four types of scenarios is required. The brief
outline for the study in the considered scenarios is as follows. First, in scenario
(A), we propose a data collection algorithm, in which CoWu is applied for grasping
the top-k node-set or value-set, i.e., the set of nodes and/or values observing top-k
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highest readings, and characterize the performance with theoretical analysis and
computer simulations. Next, in scenario (B), we propose a wake-up control that
realizes both high top-k ranking accuracy and high energy efficiency by exploiting
temporal correlation of observed values, and evaluate its effectiveness with com-
puter simulations. Furthermore, we investigate the practicality of our proposed
scheme by experiments with the prototype of sensor node including a wake–up
receiver. Next, in scenario (C), we apply CoWu to data collection for the iden-
tification of multiple emission sources of sensing data, and investigate methods
and wake-up control realizing high identification accuracy and high energy effi-
ciency with computer simulations. Finally, in scenario (D), we apply CoWu to
data collections for robots and actuators, in which the sink needs to grasp the
specific information with high freshness at a specific instance. We optimize the
timing of transmission of the wake-up signal through theoretical analysis, and clar-
ify the gain of CoWu. Based on the above results, we confirm that CoWu improves
the utilization efficiency of the limited radio resources (energy and frequency) in
comparison to conventional control and algorithms.

1.2 Related Work

In this section, we describe related work to research problems tackled in this thesis
[4][5][6][7].

1.2.1 Power Reduction Technology during no Communi-
cation Period

The basic approach for improving the energy-efficiency of wireless networks is
duty-cycling [8] with a periodic on/off switching of the main radio. For instance,
a Power Saving Mode (PSM) is introduced in cellular networks, where terminals
in the idle (sleep) state periodically monitor the paging channel to check for in-
coming data [9]. In duty-cycling, idle listening leads to significant overall energy
consumption. Furthermore, since no information can be exchanged until the nodes
switch to active period, duty-cycling suffers from the increased latency. On the
other hand, in the case of recent concept of wake-up radio [10][11], the power con-
sumption of secondary radio module is order of magnitude lower than the main
radio. Hence, the wake-up radio significantly reduces the energy for idle listen-
ing. Moreover, as the main radio is activated through wake-up signaling when it
is needed, the latency is reduced. The existing studies on wake-up receivers [11]
treat hardware design, routing and MAC protocols. This thesis focuses on the
design of wake-up receiver considering the interaction with PHY/MAC protocols
to be applied for WSNs.
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1.2.2 Energy-efficient Wake-up Control

The MAC protocols with wake-up signaling can be Transmitter-Initiated (TI) or
Receiver-Initiated (RI). In TI protocols [12], a transmitter sends wake-up signal to
the receiver. In RI protocols, the data receiver sends wake-up signals to possible
transmitters; this is suitable for the considered scenario of data collection from a
field with dormant sensors. The RI protocol where each sensor node is woken up
with an individual ID is called ID-based wake-up [10] and its performance is evalu-
ated in [13]. As each request wakes up a single node, there is no contention among
activated nodes. A similar type of ID-based RI protocol is employed in oppor-
tunistic wake-up MAC [14]. In [15], nodes are simultaneously woken up through
broadcast ID and their transmissions are controlled to alleviate the contention.
An RI protocol based on broadcast wake-up combined with contention resolution
is used for neighbor discovery before unicast-based wake-up signaling in [16]. This
thesis focuses on content-based RI protocol, i.e., CoWu. Note that a wake-up
process activating nodes according to their sensed data, which can be considered
as CoWu, was used for clustering in [17]. However, [17] is limited to clustering
of nodes with similar readings. On the other hand, our work considers different
scenarios and applies CoWu to the data collection in WSNs, such as top-k query
as described in Sec. 1.1.

1.2.3 Top-k Query in WSNs

A top-k query aims to find the extreme values within a data set, and it has
been widely studied in database processing and management for distributed sys-
tems [18][19]. For top-k query in WSNs [20][21][22], the main challenge is to reduce
the communication overhead by avoiding transmissions that are unnecessary for
constructing the top-k data set. [23] uses an approach termed tiny aggregation
(TAG) to exploit data aggregation, by which each intermediate node along a con-
structed route compares its own data with the received data, forwarding only
the data that are likely to be included into top-k data set. There are also solu-
tions based on arithmetic filters, e.g., filtering approach (FILA) [24], exact top-k
(EXTOK) [25], and their enhanced versions, (e.g., [26][27][28]), where each sensor
node transmits its sensing data only if its value is within a filter. These schemes
are useful for repeated top-k monitoring where sensed data are temporally corre-
lated. EXTOK is a filtering-based data collection/aggregation to be applied to
the upper layer of protocol stack, and no wake-up and medium access control is
considered. Local interactions among the sensors and/or spatial correlation among
the readings are utilized in [29][30]. Priority-based top-k monitoring (PRIM) [31]
schedules the transmission of sensing data in the order of sensor readings and sus-
pends transmissions after the data satisfies the top-k condition. Top-k monitoring
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can be integrated with duty-cycling and other sleeping mechanisms, see [32] and
the references therein. More recent studies on top-k query in WSNs consider the
privacy and integrity issues [33][34], the problems related to node mobility [35][36],
compression and correctness [37], and extensions to multiattribute query [38]. Al-
though there are several studies considering energy reduction for top-k query in
WSNs as described above, no work considers the wake-up control. In this thesis,
we address the problem of top-k query with wake-up signaling.

1.2.4 Energy-efficient Protocol Designs Exploiting the Na-
ture of Spatio-temproal Correlation of Observed Data

As the observed data of WSNs tend to be correlated for both time and space
domains, efficient protocols can be designed by exploiting these characteristics
[1]. For instance, EXTOK [25] and FILA [24] install arithmetic filter into sensor
nodes, which takes advantage of the temporal correlation to reduce the number
of transmissions, as described in Sec. 1.2.3. In these filtering approaches, a node
transmits data only when its current observation values violate the filter set for
each node. The spatial correlation of the sensor reading is used to reduce redundant
transmissions in [30]. There have been many investigations for extracting spatial
characteristics of sensing data in WSNs, such as (A) contour map data collection,
(B) event detection, and (C) source detection. Contour map data collections aim to
grasp the information on the map, where the same observation value is connected
with lines [39][40]. Their examples include residual energy monitoring [41] and
surveillance of coil miner [42]. Event detections aim to gather the information on
nodes that detect a specific event or on the event locations, whose applications
include intruder detection [43] and identification of acoustic sources exploiting the
acoustic sensors [44]. Source detections attempt to identify the positions where
the sensing observations are emitted by using the observation values collected by
the sink. The applications of source detection include the detection of outflow of
radioactive material [45] and chemical gas [46].

As mentioned above, the reduction of data traffic in WSNs by exploiting the
nature of spatio-temporal correlation is considered in the literature. On the other
hand, we aim to reduce the wasteful energy consumption of sensor nodes focus-
ing on wake-up control exploiting the nature of temporal and spatial correlation,
which has not been considered in the existing literature. As the former study,
we introduce transmission suppression mechanism i.e., installing arithmetic filter
at wake-up receivers aiming to suppress wasteful wake-up of nodes whose cur-
rent observed value does not contribute to improving the accuracy of the required
set. Then, as the latter study, we consider the (C) source detection applications,
specifically identification of multiple emission sources, in which we investigate the
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performance of wake-up control to activate only a subset of nodes to detect the
locations of multiple emission sources efficiently in terms of energy.

1.2.5 Information Freshness in the Context of IIoT

Age of Information (AoI) [47] has attracted much attention among the research
community as a new metric that quantitatively measures the freshness of informa-
tion instead of the conventional throughput and latency since it was introduced in
the vehicular network in [48].

Most of works related to AoI assume push-based communication, in which a
node generating data autonomously transmits its data to a data collection node.
There have also been studies combining AoI and random access networks, such as
slotted Aloha-like protocol [49] and Carrier Sense Multiple Access (CSMA) [50].
There are variety of AoI related metrics, such as Peak AoI (PAoI) [51], Age of
Incorrectness Information (AoII) [50], Value of Information (VoI) [52][53], Cost of
Update Delay (CoUD) [54], Age of Synchronization (AoS) [55], Age of Changed
Information (AoCI) [56], and so forth. PAoI tracks the peak point of AoI. AoII
considers the penalty of the estimation error at the destination along with the
time penalty in monitoring application. VoI is defined as a measure of uncertainty
reduction from the information set of the receiver if the transmission is successful
[53]. In [54], the authors consider non-linear age. AoS evaluates desynchronization
of information between the receiver and source. AoCI considers not only the time
lag of the update, but also changes in the content of these updates.

In the context of WSNs-related research, AoI has been introduced in the sce-
nario of data collection using Unmanned Aerial Vehicles (UAV) [57], and sleep-
wake sensor in IIoT scenario [58], in which the sleep time can be set based on
the physical processes and the importance of sensors with age-penalty function
introduced.

Contrast to the push-based AoI metrics, pull-based model, in which data col-
lection node initiates data communication by sending queries to collect data from
data generation nodes, considering AoI plays an important role and becomes at-
tractive especially when the user’s interest is in the freshness of information at
the specific time instance [59] [2]. The AoI of pull-based transmission strategies
has previously been studied in [2] and the related VoI metric was analyzed in
[60]. Although pull-based communication is important with respect to informa-
tion freshness, none of the work integrates AoI and wake-up radio. This work
focuses on pull-based timely data collection exploiting wake-up radio technology
and clarifies the importance of the timing of wake-up signaling with respect to the
deadline for the data collection.
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Figure 1.2: Outline of this thesis.

1.3 Research Objective

This thesis aims to investigate and characterize the performance of CoWu and
clarify the efficiency of CoWu against the conventional wake-up control. This
thesis will answer the following research questions in on-demand WSNs employing
CoWu:

• Q1: How can the sink collect top-k data set while achieving both energy-
efficiency and low latency?

• Q2: How can the sink exploit the temporal correlation of observed data for
repeated top-k query to improve the energy efficiency of sensor nodes without
sacrificing the accuracy of the collected set?

• Q3: How can the sink activate only the subset of nodes by exploiting spatial
correlation of their data, whose observed values are important to improve
the accuracy of identification of multiple emission sources?

• Q4: How can the sink collect data with high energy-efficiency and informa-
tion freshness when the data are needed at a specific instance?

1.4 Thesis Outline

Fig. 1.2 shows the structure of this thesis. Chapter 2 outlines the background
related to WSNs and discusses the necessity of data-oriented communication con-
trol. Then, we describe the technology of on-demand WSNs employing wake-up
receivers with the operations of conventional wake-up control. Furthermore, we
describe the problem definitions. In the following chapters, we apply CoWu to two
types of systems: Monitoring system (Chapters 3-5) and Control system (Chapter
6).
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Chapter 3 focuses on monitoring system in WSNs and proposes content-based
wake-up and describes its detailed operations. Then, its enhanced version of
CountDown CoWu (CDCoWu) designed for top-k query is proposed with a data
collection algorithm, in which the threshold of CoWu is gradually reduced. Then,
we derive the theoretical equations of CDCoWu and conventional IDWu in terms of
data collection delay and total energy consumption. We apply the approximation
methods called Markov Chain Monte Carlo (MCMC) for the analysis of CDCoWu
to solve the complexity of calculations, and show validity of this approach by us-
ing commuter simulations. Furthermore, we investigate the interaction between
CoWu and information of application layer, such as distribution of observed data,
resolutions of sensor, and required size of k in top-k query, and evaluate the ef-
fectiveness of CoWu against conventional IDWu in terms of both data collection
delay and total energy consumption with a variety of parameter setting.

In Chapter 4, we propose a wake-up control for repeated top-k query in mon-
itoring system, where observed data have temporal correlation. We introduce
a new wake-up control called Order and Temporal Correlation-based Wake-up
(OTC-Wu), aiming to realize both high energy efficiency and high-ranking ac-
curacy. OTC-Wu aims to only wake up nodes that cause the ranking variation
of top-k set between different data collection rounds. To this end, we introduce
the transmission suppression mechanism, in which each node suppresses its wake-
up and transmission of data if the observation of node falls into a transmission
suppression range. Furthermore, the metric called Generalized Footrule distance
(GF-distance) is newly introduced into WSNs to evaluate the ranking and ele-
ment accuracy between true top-k set and its estimated top-k set. We evaluate
the trade-off between ranking accuracy and energy-efficiency through the range
of transmission suppression and show its effectiveness against the conventional
wake-up control, especially when the degree of temporal correlation is high.

Chapter 5 investigates a wake-up control suited for identifying the multiple
emission sources of sensing data, e.g., toxic gas, which are spatially spread over
a sensing field in terms of energy efficiency and identification accuracy. This sce-
nario is classified as a monitoring system where a user is interested in grasping
the existence of gas emissions. We investigate how to estimate the location of
multiple emission sources of sensing data by using the collected subset of data and
clarify that Convolutional Neural Network (CNN) provides good estimation accu-
racy. We evaluate the identification accuracy of different wake-up control, UCWu
and CDCoWu, by computer simulations, and clarify wake–up control suited for
energy–efficient identification of multiple emission sources.

In Chapter 6, we apply CoWu to a scenario where high freshness of collected
data and high energy efficiency are both required. This scenario is classified into
a control system, such as data collection for the actuator in the context of the
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IIoT. With the clarification of our scenario and objective, we derive the theoretical
equations of the accuracy at the specific time achieved by CoWu considering the
evolution of the physical process. Then, with numerical evaluations, we clarify
the trade-off between the reliability and freshness of collected data with respect to
the timing of CoWu signaling when the data is required to collect by a deadline.
Furthermore, we investigate the performance of CoWu against the speed of the
physical process, characterize the gain of CoWu, and investigate the robustness
against the inaccurate estimation of the physical process.

Finally, in Chapter 7, we conclude this thesis and describe the future work.
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Chapter 2

Energy-efficient Data Collection
in WSNs

In this chapter, we introduce data-oriented WSNs, which plays an important role
in the context of IoT data collection, and wake-up radio technology realizing high
energy efficiency of sensor nodes. In addition, problem definition considered in
this thesis is clearly defined.

2.1 WSNs

2.1.1 Introduction to WSNs

WSNs are networks comprising of many sensors with a wireless communication
function deployed over a sensing environment. The measurements observed by
the sensor, such as temperature, humidity, illuminance, etc., are collected in one
centralized server, e.g., a base station via wireless communication. By introducing
these WSNs system, users such as companies and individuals can collect desired
information (sensing data) without actually visiting the place of interests, reducing
the human cost and quickly detecting problems that may occur in the sensing
area. The applications of WSNs are pervasive in a wide variety of areas, including
disasters, crime prevention, health management, logistics management in factories,
and medicine.

In WSNs, the deployment of the sensors is generally dense so that a user can
obtain spatially dense data. Therefore, observations of geographically-neighboring
nodes have spatial correlation. Typical data of the sensors observed in applica-
tions, such as environmental monitoring, are related to physical phenomena such
as temperature, humidity, and illuminance, therefore, there is correlation between
adjacent data on the time series observed by the sensor. WSNs consist of a sink
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node and sensor nodes. Each sensor node has a wireless communication function,
data processing function, sensor, and battery, while the sink node has a commu-
nication function, data processing function, and power supply. The sensor nodes
sense surrounding environments and transmit them to the sink, while the sink
collects data from the sensor nodes and processes them for analysis. The sink, in
general, is expected to supply power from a stable power source such as a power
cable because it requires high computational power. On the other hand, the sen-
sor node operates with batteries in order to reduce the complexity caused by wire
connections and deployment cost, which enables flexible node installation.

One of the problems caused by battery-powered sensor nodes in WSNs is the
energy efficiency of sensor nodes. The remaining battery capacity will continue
to decrease unless it is recharged. When the battery runs out, the sensor node
becomes inoperable and cannot fulfill its function. In this case, battery replacement
is required, but the replacement cost would be high, especially when the number
of nodes is large. Therefore, the sensor node should operate with as low power
consumption as possible, and it is imperative to design the system from this point
of view.

2.1.2 Frequency Bands Used in WSNs

Unlicensed frequency bands currently available for WSNs include 315 MHz band,
426 MHz band, 429 MHz band, 920 MHz band, 1200 MHz band, and 2.4 GHz band.
Table 2.1 shows the usage conditions of these bands. The 315 MHz band is not
suitable for data transmission as the communication power is 25mW, which results
in a short communication range. The 426 MHz, 429 MHz, and 1200MHz bands
have a narrow maximum occupied bandwidth. Thus, their power consumption
increases due to longer communication time. The 2.4 GHz band is called the
Industrial Science Medical (ISM) band, which is used for industry, science, and
medical equipment. Currently, the 2.4GHz band is not only used for WSNs, but
also in various devices, for instance, wireless LAN, Bluetooth, and microwave
ovens. Therefore, radio interference caused by these devices has become a severe
problem in the 2.4GHz band. In order to avoid this interference, it is desirable
to consider the use of other frequency bands. The 920MHz band is an alternative
and attractive frequency band to be applied for WSNs. Since the frequency of
the 920 MHz band is lower than the 2.4GHz band, the communication distance is
long with good diffraction characteristics. Currently, the 920 MHz band is used by
many electronic tag systems. Although these devices emit strong radio waves, the
environment in which they are actually used is limited to specific environments
such as distribution warehouses. For this reason, compared to the 2.4 GHz, the
number of interfering units and its influence is considered to be small. Thanks to
these attractive characteristics, the 920MHz band is currently gaining attention
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Table 2.1: Frequency band usage conditions.

Frequency band 315MHz 426MHz 429MHz 920MHz 1200MHz 2.4GHz

Bandwidth 3.25MHz 0.11MHz 0.11MHz 13.8MHz 1MHz 83.5MHz
Maximum occupied bandwidth 1000kHz 8.5kHz 8.5kHz 1000kHz 16kHz 26MHz

/16kHz /32kHz
Maximum transmission power 25µW 1mW 10mW 20mW 10mW 10mW/MHz

Table 2.2: Modulation scheme of IEEE 802.15.4g.
MR-FSK MR-O-QPSK MR-OFDM

modulation/ demodulation circuit simple complicated Very complicated
Data transmission rate Middle Low High
Occupied bandwidth Middle Middle Wide

as a frequency band suited for WSNs more than the 2.4GHz band, and this thesis
assumes the usage of 920MHz band for WSNs.

2.1.3 Communication Standards Used in WSNs

This thesis assumes that the IEEE 802.15.4 standard is used for the WSN com-
munication. The IEEE 802.15.4 standard is a short-range wireless communication
standard mainly aimed at realizing WSNs, which was standardized by the IEEE
802.15.4 task group [61]. This standard has three features: low communication
speed, low power consumption, and low cost. The scope of standardization of
the IEEE 802.15.4 is only the physical and MAC layers. This section describes
the overview of the physical layer standard of IEEE 802.15.4g and the MAC layer
standard of IEEE 802.15.4, which are assumed to be used in this thesis.

IEEE 802.15.4g

IEEE 802.15.4g is a physical layer standard for the 920MHz band. The utility
network of a smart meter is a specific application of this standard, in which a
meter of gas, electricity, and water is attached to a wireless device, and its read-
ing is collected. In IEEE 802.15.4g, three types of modulation methods are cur-
rently available; Multi-Rate, Multi-Regional FSK (MR-FSK), Multi-Rate, Multi-
Regional O-QPSK (MR-O-QPSK), and Multi-Rate, Multi-Regional OFDM (MR-
OFDM). Table 2.2 shows the comparison of three schemes. Among the three
modulation schemes, MR-OFDM can achieve the highest transmission rate. How-
ever, it requires a very wide occupied bandwidth and is difficult to realize under
the Japanese radio regulation, which requires us to operate in a narrow bandwidth.
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Figure 2.1: An example of operation of CSMA/CA.

On the other hand, both MR-FSK and MR-O-QPSK do not require wide-occupied
bandwidth, and a high data transmission rate can be achieved. Comparing MR-
FSK with MR-O-QPSK, we can see that MR-FSK can achieve higher transmission
rate and simple circuit configuration. Considering this aspect, this thesis adopts
MR-FSK as the modulation method.

IEEE 802.15.4

IEEE 802.15.4 is a MAC layer standard corresponding to the data link layer of the
International Standardization Organization - Open Systems Interconnection (ISO-
OSI) reference model. In IEEE 802.15.4, Carrier Sense Multiple Access / Collision
Avoidance (CSMA/CA) is adopted as a medium access control. Fig. 2.1 shows
an example of the operation of CSMA/CA. CSMA/CA is a collision avoidance
protocol for multiple nodes to communicate data using the same channel. When
each node attempts to transmit data, it first waits for randomly-chosen amount
of time, called the backoff, followed by Clear Channel Assessment (CCA) to check
the channel state. Fig. 2.1 shows an example where the sensor node 1 transmits
data after CCA because the channel is idle, while sensor node 2 waits for second
backoff and conducts CCA again since its first CCA result was busy. In this way,
the collision is avoided by each node refraining from communicating while other
nodes are communicating.

Fig. 2.2 shows a flow chart of the IEEE 802.15.4 MAC protocol, including
the operation by the asynchronous Unslotted CSMA/CA, which is used in many
WSNs [61]. In the figure, FR and NB are the number of retransmissions and re-
backoffs, respectively, with an initial value of 0. Backoff Exponent (BE) indicates
the backoff exponent whose initial value is set to the minimum value specified by
macMinBE. Each sensor node first waits for backoff time, whose value can be cal-
culated by multiplexing the unit time by the value chosen from 0 to 2BE-1. After
waiting for the backoff time, each node performs CCA and tries to send the data
to the receiver if the channel is idle. If the transmitter receives an ACKnowledg-
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Figure 2.2: A flowchart of IEEE 802.15.4 MAC operations.

ment (ACK) response from the receiver during the maximum ACK response wait
time (macAckwaitDuration) [61] after transmitting a packet, the transmission is
considered to be successful, and the transmission processing is ended. If not, each
node assumes that a collision occurred, FR is incremented by 1, and NB and BE
are initialized under the condition that the value does not exceed the maximum
number of possible retransmissions, and tries to retransmit the packet following
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CSMA/CA operation. Then, if FR > FRmax is satisfied, each node gives up its
data transmission.

On the other hand, if the channel is busy when performing CCA, the value of
NB is incremented by 1, and also the current BE value is incremented by 1 if the
value of BE is less than the maximum number of BE specified as macMaxBE.
Then, each node conducts back-off and CCA again until the number of back-
offs reaches its upper limit NBmax. If NB is greater than NBmax, each node
discards its packet, and regards it as a failure of transmission. As we mentioned,
by randomly setting the waiting time before transmission, the collision caused
by the simultaneous transmissions of frames from multiple sending nodes can be
avoided.

2.2 Data Collection Scenario Considered in This

Thesis

2.2.1 Data-oriented WSNs

With the upcoming IoT society, the amount of data exchanged via communication
devices and the diversity of data itself are increasing, as represented by words
like big data and data mining. In such an environment, collecting data from all
sensor nodes by the sink node is not desirable from the viewpoint of energy and
frequency utilization efficiency because this increases the amount of traffic. What
is required for data collection in the future is to spend communication resources
such as energy and frequency for collecting truly meaningful and valuable data. In
other words, data-oriented communication that allocates communication resources
considering the characteristics of the data observed by the sensor is attractive for
future communication principles. As a data collection considering data content,
we focus on top-k query, multiple emission sources detection, and timely collection
of data within a specific range in the context of IIoT. Below, we explain the detail
of these data collections.

2.2.2 Top-k Query in WSNs

Top-k data collection aims to grasp the information on the top-k set among the
observations in a sensing field. Top-k query in WSNs has a variety of applications,
including ecological observation of birds by ornithologists [21], forest fire moni-
toring [32], smart waste collection in smart city applications [22], and network
management considering residual energy of sensor nodes [24]. There are two types
of collection methods in top-k data collection in WSNs; node-set and value-set.
Here, we explain the difference between the top-k node-set collection and top-k
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Figure 2.3: An example of operation of top-k query.

value-set collection using Fig. 2.3. Fig. 2.3 shows an example where a sink node
conducts top-3 data collection from 5 sensor nodes {A,B,C,D,E}, each of which
observes a value {32, 46, 40, 15, 40}. First, we explain the top-3 node-set query by
using examples given in Fig. 2.3(a). Top-k node set collection is a method suitable
when the sink node is interested in collecting the information on top-k node ID
with higher reading. In an example of Fig. 2.3(a), as the top-3 node corresponds
to sensor nodes B, C, and E, the sink can grasp top-k data if it can collect data
from these three nodes. On the other hand, the top-k value-set collection is a
suitable data collection method when the sink node is interested in grasping the
top-k data among the data observed by the sensor node with its ID. Fig. 2.3(b)
shows an example of top-3 value-set collections. In the example of Fig. 2.3(b), the
data 40 observed by sensor nodes C and E is counted as one type of data because
they observe the same value. Therefore, the top-3 value set consists of {46, 40, 32}
in descending order of observed values, and the corresponding nodes ID observing
these values are {A,B,C,E}. The sink can grasp the top-3 value set if it collects
data from these four nodes. Thus, there is a difference in the number of nodes
required for grasping desired set of information between node-set collection and
value-set collection.

2.2.3 Multiple Emission Sources Identification in WSNs

Identification of multiple emission sources aims to identify the positions of emission
sources of sensing observations by using the data collected by the sink. In this
scenario, the sensors located near the source positions observe higher values while
the sensors located far from the sources observe smaller values. Fig. 2.4 shows
an example of observations of sensors in the environment where multiple emission
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Figure 2.4: An example of observations of sensors in a scenario where multiple
emission sources exist.

sources exist, in which sensor node {a} observes a higher value as it is located near
the emission source s1, while sensor node {b} observes smaller data as it is located
far from both emission source s1 and s2. Thus, some nodes have valuable data for
the identification of emission sources, for instance, the ones observing higher values
(sensor node {a} in Fig. 2.4), while others observe less relevant data (sensor node
{b} in Fig. 2.4). In terms of energy efficiency and data-oriented communication,
the sink should collect data only from nodes with important data to improve
accuracy. To this end, we need to clarify the important data for multiple emission
sources identification and wake-up control suited for it in terms of identification
accuracy and energy efficiency.

2.2.4 Data Collection Considering Timeliness in Wireless
Sensor and Actuator Networks (WSAN)

Fig. 2.5 shows an example of the operation of WSAN, which uses a closed con-
trol loop. The actuator needs to accomplish some tasks, such as controlling the
temperature of a room, fire extinguishing, and maintenance, and consequently
modifies the environment whose features are measured by the sensor nodes. In
order to take the appropriate action, the actuator needs to receive a command
from a server at the network edge, also called sink node, at a specific time. In this
scenario, the freshness of the information available to the sink node at the instant
when it makes the decision is critical for the control task’s performance, as a stale
picture of the environment can result in suboptimal actions. Information freshness
can be evaluated by using a metric called AoI [48][47], which measures the time
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Figure 2.5: The basic function of a WSAN.

elapsed since the generation of the last measurement received by the sink node.
Since the physical process that the WSAN measures and controls can change over
time, both based on its own characteristics and due to the actions of the network’s
actuators, the uncertainty on its state increases with the AoI. In a WSAN, control
performance can degrade significantly if the uncertainty on the state of the envi-
ronment is high, as the controller can be forced to take conservative actions. In
this scenario, the freshness of the information needs to be measured at the specific
time when the decision is made, maximizing the accuracy at that precise moment
[2]. On the other hand, a key requirement on both WSNs and WSANs is the en-
ergy efficiency of sensor nodes, which often have very limited batteries. Therefore,
we need to design a wake-up control for WSAN so that both high information
freshness at the query instance and high energy efficiency can be achieved.

2.3 On-demand WSNs

The main focus of this thesis is to develop wake-up radio technology for WSNs to
save wasteful energy consumption of sensor nodes. This is realized by employing
a wake-up receiver at each sensor node. Here, a wake-up receiver aims to reduce
the wasteful energy consumption of the main radio interface of each node. This
section describes a WSN system employing wake-up receivers, called on-demand
WSNs.
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2.3.1 Energy Saving with On-demand WSNs

There are various factors in the power consumption of sensor nodes, but among
them, the consumption of the main radio I/F used for data communication is
dominant. In general, the main radio I/F is operated not only during data com-
munication but also during a non-communication period. The basic solution to
this problem is introduction of duty-cycling [8], in which the main radio is pe-
riodically switched on/off. However, it is difficult for duty-cycling to avoid the
increased latency and wasteful energy consumption during the idle listening. In
order to solve this problem, we introduce the concept of wake-up radio into WSNs,
which we call on-demand WSNs. In on-demand WSNs, each sensor node installs a
wake-up receiver, which is operated with much smaller energy consumption than
the main radio I/F. Fig. 2.6 shows an operation of on-demand WSNs. In on-
demand WSNs, each sensor node consists of a wake-up receiver, Micro Controller
Unit (MCU), and main radio I/F. When there is no need to communicate, each
node waits for the transmission request with a sleep state, in which only the ultra
low-power wake-up receiver stays active while its main radio I/F is switched off.
As the power consumption of the wake-up receiver is much smaller than that of the
main radio I/F, activating a wake-up receiver instead of the main radio I/F during
the idle period can save the overall energy consumption of sensor nodes. In on-
demand WSNs, the sink controls the node’s activation so that each node transits
to the communication-enabled mode only when the communicate is needed, which
saves an overall power consumption of sensor nodes and realizes a long network
lifetime. Here, in this thesis, we call the action that transits the nodes in a sleep
state to the state where the communication is possible as wake-up.

When the sink wants to communicate to the target sensor node in a sleep state,
it first transmits a wake-up signal toward it. Here, the wake-up signal aims to wake
up nodes in a sleep state. The wake-up receiver detecting the wake-up signal to
wake up itself outputs the wake-up command to the host CPU, which activates
its main radio I/F. Then, the sensor node transmits data through the main radio
I/F to the sink. If the sensor node receives the ACK from the sink after data
transmission, it transits to the sleep state, as shown in Fig. 2.6.

2.3.2 Wake-up Receiver

There are two types of wake-up control proposed so far, which are classified as
Range-based and ID-based [10]. In the former Range-based wake-up method,
the wake-up receiver observes the energy level over the operating frequency and
commands to wake up when it detects a signal level (energy level) higher than a
predetermined threshold. In the latter ID-based wake-up, the information on the
target node ID is embedded into the wake-up signal. In this thesis, we focus on
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Figure 2.6: An example of operations of on-demand WSNs.
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Figure 2.7: An example of configuration of wake-up receiver to detect frame length.

the method proposed in [3], in which the ID is mapped into the frame length of
IEEE 802.15.4g standard. In this method, each wake-up receiver has its own ID,
and the sink transmits a frame length corresponding to its ID as a wake-up signal.
The wake-up receiver detecting this signal compares its received frame length to
its wake-up frame length based on its allocated ID and decides whether it wakes up
or not. The configuration of this type of wake-up receiver is shown in Fig. 2.7 [62].
As mentioned above, this wake-up receiver does not use a complicated decoding
technique; rather, it only detects the frame length over the channel. As shown
in the figure, the received signal is first amplified with low noise amplifier (LNA).
Then, the signal over a target frequency band (e.g., 920MHz for IEEE 802.15.4g)
is extracted with a Band Pass Filter (BPF). The output of envelope detector is
smoothed with Low–Pass–Filter (LPF), and On–Off–Keying (OOK) detection is
applied to detect the signal with its level larger than a threshold. By counting the
continuous number of “1” s, MCU calculates the length of received frame. Fig. 2.8
shows an example of frame detection using our wake-up receiver. Let us denote
the consecutive numbers of “1” as n and the bit detection interval as d as shown in
Fig. 2.8. Then, the received frame length can be calculated as (n− 1)× d. Unlike
the main radio following the existing standard such as IEEE 802.15.4, the wake–up
receiver includes neither mixer/oscillator nor complicated signal processing. This
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Figure 2.8: An example of detection of frame length.

simple configuration enables the wake–up receiver to achieve at most a few micro
watts of power, which is several orders of magnitude lower than that of the main
radio [11].

The advantage of the above-mentioned wake-up control exploiting the length
of frame is as follows:

• The demodulation method of the wake-up receiver based on envelop detector
and OOK demodulation can be realized with a small and simple circuit.
Thus, we can introduce a wake-up receiver with low cost.

• The wake-up receiver can operate with ultra-low power consumption thanks
to the simple circuit configuration based on envelop detector and OOK de-
modulation.

• Our wake-up receiver is designed so that it can decide whether it wakes
up or not based on the detected frame length. This can be realized by
the transmitter controlling the frame length via conventional wireless radio
I/F. Therefore, the transmission of the wake-up signal is realized by only
changing software without introducing a new hardware, such as a transmitter
dedicated to the transmission of the wake-up signal.

Considering the advantages mentioned above, in this thesis, we apply the frame
length method as a wake-up control in on-demand WSNs.

2.3.3 Conventional Wake-up Control

In order to realize the conventional IDWu with control employing frame length, we
first need to prepare a mapping between the different IDs assigned to each node
and the frame length. In this section, as IDWu, we describe a UniCast Wake-up
(UCWu) and BroadCast Wake–up (BCWu).
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Unicast wake-up (UCWu)

Figs. 2.9 and 2.10 respectively show an example of data collection and communica-
tion using UCWu. In UCWu, each node has a unique wake-up ID, called UniCast
Wake–up ID (UCWuID), and the sink transmits a frame length corresponding
to the target node ID as a wake-up signal. The wake-up receiver detecting the
wake-up signal compares its received frame length and wake-up frame length cor-
responding to its UCWuID and activates its main radio I/F only if the length of
these frames coincide. The wake-up node transmits data following the CSMA/CA
operation. In UCWu, only the node whose UCWuID coincides with the ID em-
bedded into the wake-up signal wakes up, while the nodes whose node IDs are not
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Figure 2.11: An example of data collection employing BCWu.

specified by the wake-up signal remain in a sleep state and do not transmit data
to the sink. In the example of Fig. 2.9, as the sink transmits a wake-up signal
whose length corresponds to the node ID 1, sensor nodes 2 and 3 stay in a sleep
state. After receiving data from sensor node 1, the sink transmits ACK to sensor
node 1, as shown in Fig. 2.10. After receiving ACK, sensor node 1 transits to the
sleep state. The sink continues to collect data by transmitting a wake-up signal
corresponding to node ID 2 and 3 subsequently. In UCWu, if the sink wants to
collect data from N sensor nodes, it is necessary to specify a unique ID assigned
to each node and wake up one by one by sending wake-up signal N times. At
the cost of this wake-up overhead, UCWu can collect data from all nodes without
congestion.

Broadcast Wake-up (BCWu)

Figs. 2.11 and 2.12 respectively show an example of data collection and communi-
cation using BCWu. In BCWu, all nodes have a common broadcast wake-up ID,
called BroadCast Wake–up ID (BCWuID), and the sink transmits a frame length
corresponding to BCWuID as a wake-up signal. The wake-up receivers detecting
the frame length corresponding to the BCWuID activate their main radio I/F and
transmit data following the CSMA/CA operation, as shown in Fig. 2.12. Unlike
UCWu, BCWu uses a common BCWuID to specify all nodes within its commu-
nication range, so the sink does not need to know the unique ID information of
each node within the communication range in advance. BCWu also has the advan-
tage that wake-up overhead is small, as it can activate all nodes only by a single
wake-up trial.

On the other hand, a drawback of the BCWu is the congestion caused by
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simultaneous wake-up and data transmission from multiple nodes. Fig. 2.11 shows
an example where three nodes (nodes 1, 2, and 3) are simultaneously woken up by
BCWu Signal (BCWuSg). After backoff operations, each node attempts to send a
packet to the sink, during which the channel needs to be contended and shared by
multiple nodes. If multiple nodes use the channel simultaneously, packet collisions
may occur, which increases delay, which is the time to complete data transmission.
Each node first waits for the backoff time and then performs CCA following the
CSMA/CA operations. If the channel is busy, it tries backoff again if the condition
NB < NBmax is satisfied, according to the flowchart shown in Fig. 2.2. In the
example of Fig. 2.12, nodes 2 and 3 conduct CCA and transmit packet again
after the end of the first backoff. In BCWu, congestion becomes a problem, which
becomes more severe as the number of nodes increases. As a result, the number of
nodes whose main radio I/F is active for a long period of time increases, by which
the delay and wasteful power consumption of sensor nodes increases.

2.4 Problem Definition

2.4.1 The Problem Applying Conventional IDWu to a Sin-
gle Round of Top-k Query

We consider the case where the sink conducts a single cycle of top-k query in on-
demand WSNs, employing conventional IDWu. In IDWu, as shown in Fig. 2.13,
first, the sink needs to collect data from all sensor nodes by wake-up signaling
since it is not aware of observations of all nodes beforehand (step 1 in Fig. 2.13).
Then, the sink grasps the desired set (top-k node set or top-k value set) based on
collected data (step 2 in Fig. 2.13). In IDWu, as shown in step 2 of Fig. 2.13, the
nodes whose observed values do not belong to the current top-k set need to wake
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Figure 2.13: An example of the problem applying IDWu for top-k query.

up and transmit data to the sink at least once, which is clearly wasteful energy
consumption. Furthermore, this is undesirable from the viewpoint of spectrum
efficiency since the limited frequency band is wasted on the transmission of data
that has no value. Therefore, it is desired to design a protocol that suppresses the
wake-up of nodes that do not belong to top-k set and transmits only the relevant
data to the sink.

2.4.2 The Problem Conducting Periodical Top-k Query in
On-demand WSNs with Temporally Correlated Data

When the observed data have temporal correlation, the variation of observed data
between consecutive rounds of query is relatively low, i.e., the nodes that belong
to the previous top-k set are highly likely to belong to the top-k set at the current
round. Since the sink only aims to grasp the top-k set, it is sufficient for the sink
to grasp the information on nodes whose observed data contribute to the changes
of top-k set from the previous round. In such cases, many sensor nodes do not
need to consume much energy to transmit their observations to the sink. The sink
should perform wake-up control by utilizing the knowledge of the past data to
satisfy the desired accuracy of the top-k set and maximize the energy utilization
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efficiency of the sensor node.

2.4.3 The Problem for the Multiple Emission Sources Iden-
tification in On-demand WSNs

In order to realize the identification of multiple emission sources of sensing data
based on the data collected by the sink with high energy-efficiency while realizing
high identification accuracy, we need to consider two problems. First, we need to
clarify the methods to identify multiple sources based on the data collected by the
sink. If the sink grasps the number of emission sources in a sensing area beforehand,
it can infer the unknown parameters, such as the locations of sources, data values
of their locations, and variance, e.g., by using maximum likelihood. However, if
the information on the number of emission sources is unavailable for the sink, the
approach like a maximum likelihood is not applicable. This motivates us to develop
the identification methods of multiple sources. Second, we need to investigate the
wake-up control realizing the selection of sensor nodes to be activated by the sink.
In order to realize an energy-efficient identification of sources, it is desirable for the
sink to collect data from the subset of nodes whose data contribute to the increased
accuracy of identifications. However, it has not been clarified which characteristics
of sensing data are important to increase the accuracy and which conventional
wake-up control is suitable for the identification of multiple emission sources with
respect to the identification accuracy and energy efficiency. To this end, this thesis
investigates the performance of different approaches of identification methods with
several conventional wake-up control with respect to energy consumption and the
identification accuracy by numerical evaluations.

2.4.4 The Problem of Data Collection Considering the In-
formation Freshness and Energy Efficiency

As described in Sec. 2.2.4, in WSAN scenarios, the sink needs to collect informative
data by a deadline. When there is a deadline for data collection, the timing to
transmit a wake-up signal plays an important role: early transmission leads to high
reliability in data collection, but the received data may become obsolete by the
deadline, while later transmission ensures a higher timeliness of the sensed data,
but some nodes might not succeed in data transmission by the deadline. Therefore,
we need to carefully design a timing to transmit a wake-up signal considering the
deadline.
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2.5 Summary

In this chapter, we have described the characteristics of WSNs with their MAC
protocol and introduced data-oriented communication and its practical applica-
tions. Then, we have outlined the energy-saving technology called on-demand
WSNs, in which a wake-up receiver is installed into each sensor node. We have
also explained the operations of conventional UCWu and BCWu. Furthermore, we
have clarified the problems of four types of data collection scenarios. In the next
chapter, we will introduce a new wake-up control for a single cycle of top-k query
and clarify its effectiveness and characteristics with theoretical analysis.
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Chapter 3

Content-based Wake-up for Top-k
Query in WSNs

This chapter introduces Content-based wake-up and its enhanced version of Count-
Down Content-based wake-up (CDCoWu) for top-k query and investigates their
performance with theoretical analysis and computer simulations[4][63]1.

3.1 System Model

This chapter considers a scenario where a number of sensor nodes are deployed
over a sensing field, and a sink attempts to collect their observations. A star
network topology is assumed, in which each sensor node directly communicates
with the sink. Each sensor stores the last periodic measurement for potential
reporting. A sensor has a main radio interface used to transmit the observation
to the sink, and a wake-up receiver. In the absence of communication requests
from the sink, main radio of each sensor is switched off, keeping only the wake-up
receiver active. The sink collects information by first sending a request through a
dedicated wake-up signaling, upon which the target sensor activates its main radio
interface and sends a packet with its observation. The main radio is assumed to
operate over unlicensed frequency bands, e.g., following IEEE 802.15.4 standard,
and to use a p-persistent CSMA protocol for transmitting each packet. Here,
we assume p-persistent CSMA as a MAC protocol for simplified analysis. Note
that p-persistent CSMA protocol can prevent interference with the other signals
(e.g., interference with the other systems sharing the same unlicensed frequency
band) by conducting carrier sense and avoid collisions by transmitting data with
probability p when the channel is sensed to be free, which can imitate the back-off
(collision avoidance: CA) mechanism in IEEE 802.15.4. Thus, p-persistent CSMA

1The content of this chapter was published in [4][63].
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has both CSMA and CA mechanisms, which is suited for the approximation of the
practical MAC protocol following IEEE 802.15.4 standard [64]. The MAC channel
is slotted, with slot length δ [s], and each node with a packet to transmit conducts
carrier sensing at the beginning of a slot. If the channel is sensed to be free, the
node transmits the packet with probability p, otherwise it attempts again in the
next slot. For simplicity, it is assumed that packets can be lost due to collisions
or due to channel impairments with independent and identical probability ec for
each packet2. When a packet is lost, each node detects the absence of ACK and
retransmits the packet also with p-persistent CSMA. If ACK is received, a sensor
switches its main radio off and enters a sleep state. The ACK transmission from
the sink is assumed to be collision-free and error-free. All nodes, including the
sink, are assumed to be located within communication/wake-up/carrier-sensing
range of each other and there are no hidden terminals.

The sink collects data through a top-k query [25][32]. The top-k query has
been considered to be employed for a large number of IoT applications, e.g., envi-
ronment/infrastructure monitoring [25][33], smart-city [22], and network manage-
ment [24]. The fundamental and common role of the top-k query in these appli-
cations is to identify the nodes with the highest readings of interest, e.g., various
types of sensing data or energy level of each sensor node. Since the synthetic data
following the ideal probability distributions, such as uniform, exponential, and
normal distributions, are commonly employed for the analysis of query process-
ing [25][65][66], we assume that the observed values of sensor nodes follow uniform,
exponential, or normal distribution between the minimum and maximum values
of Vmin and Vmax, respectively, and considers both top-k node-set and value-set
query. The exponential distribution follows Probability Density Function (PDF)
p(x) = eαx∫ Vmax

Vmin
eαxdx

. With α = 0, p(x) is reduced to the uniform distribution while

the observed values tend to have higher values with larger α. On the other hand,
PDF of a truncated Gaussian distribution with its mean of µ and variance of σ2

is employed for normal distribution. The observed data at each sensor node is
quantized with the uniform interval qstep, determined by the resolution of Analog-
to-Digital Converter (ADC) of the sensor. Assuming that the quantization bit rate
of each sensor is bq [bits], qstep is calculated as qstep = Vmax−Vmin

2bq
. Note that, with

larger (or smaller) qstep, multiple sensor nodes report the same quantized value to
the sink with high (or low) probability.

2Although we employ a fixed ec for all nodes in the analysis and evaluations for simplicity, it
has been confirmed by simulations that the results with a fixed ec coincide with those obtained
when the error probability for each node is randomly varied with its mean set to be ec following,
e.g., uniform or truncated Gaussian distribution.
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3.2 Proposed Content-based Wake-up (CoWu)

In IDWu, the sink first needs to wake up all nodes by employing either BCWu or
UCWu, and run data collection process through their main radio interfaces. This
inevitably leads to energy waste, as the nodes storing data that are out of top-k
range also need to wake up at least once. This problem is addressed by running a
top-k query with CoWu, described next.

3.2.1 Content-based Wake-up

In CoWu, each sensor node determines its wake-up frame length based on its
sensing data. Specifically, the range of observable value [Vmin,Vmax] is mapped to
the frame length employed for wake-up control [Tmin,Tmax], see Fig. 3.1. Note that
Tmin is selected such that it is longer than the frame length commonly employed
for data transmissions. This is to prevent false wake-up caused by background
data traffic, as the wake-up receiver regards only the frames larger than Tmin

as wake-up frames. The value division step is defined as Vstep, which is a unit-
size to divide the range of observable value. Furthermore, the step to change
the frame length is defined as Tstep. Note that the minimum value of Tstep is
given by the resolution to change the duration of frame transmitted by the main
radio interface. Then, when the observed value Vo belongs to j-th interval, i.e.,
Vmax − (j + 1)×Vstep< Vo ≤ Vmax − j×Vstep, its wake-up frame length Twu is set
to Twu = Tmin + j×Tstep. Furthermore, the wake-up receiver of CoWu is designed
such that only nodes satisfying Twu ≤ Trx wake up, where Trx is the frame length
to be detected at the wake-up receiver. The sink transmits a wake-up signal with
the frame length of Tth, which corresponds to the value threshold of Vth. Thus,
CoWu activates only nodes with data satisfying the condition specified by the sink.

Fig. 3.2 shows an example of data collection with CoWu where the sink collects
data from nodes storing the observed data larger than Vth. Here, only sensor 1
with its observed value V1 ≥ Vth has Twu ≤ Trx, and thus wakes up, while sensor
node 2 stays in a sleep mode.

3.2.2 Count-Down Content-based Wake-up (CDCoWu)

The scheme CDCoWu is designed such that CoWu can be applied to both top-k
node-set and value-set query. The basic idea of CDCoWu is to gradually decrease
the threshold of CoWu described in Sec. 3.2.1 until the sink manages to collect
the desired set of sensing data. The operation of the sink in the proposed CD-
CoWu depends on the considered query, which are called as node-set CDCoWu
(N-CDCoWu) and value-set CDCoWu (V-CDCoWu).
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Figure 3.2: An example of CoWu operations.

In the main flow of CDCoWu, the sink reduces the threshold of CoWu from an
initial value by a parameter called countdown step (CDstep), by which it enlarges
the range of value for data collections step-by-step. Here, the initial threshold
of V 1

th is set to Vmax − CDstep. The sink first generates a Wake-up Signal (WuS)
whose length corresponds to V 1

th and broadcasts it to sensor nodes. The nodes
which have Twu shorter than the length corresponding to V 1

th (i.e., nodes storing
value higher than V 1

th) wake up after detecting the wake-up signal, and attempt to
send a data packet to the sink with p-persistent CSMA described in Sec. 3.1. As
the sink does not know how many nodes will wake up with each wake-up trial, it
needs to set a time-out and wait until there are no more responses. Following a
successful data transmission, a node transits to a sleep state and is configured not
to wake up for a certain period of time, preventing it from being woken up again
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Figure 3.3: An example of CDCoWu operations.

by the immediate wake-up signals from the same round. After the time-out, the
sink calculates the size nk of the collected set and, if nk < k, the sink lowers the
threshold to V 2

th (V 2
th = V 1

th − CDstep) and transmits a new wake-up signal whose
length corresponds to V 2

th. This operation continues until nk ≥ k.
The size of collected set is increased as follows. In N-CDCoWu, the sink in-

creases the size of node-set by 1 whenever it successfully receives the data from
a node. In V-CDCoWu, the sink stores the received values in the set of V and
increases the size of collected set by 1 only if the received value is not already
included in V. Here, V represents the collected set in which the sink stores infor-
mation on the collected node IDs and their observations, and at the beginning of
top-k data collection, V = ∅. Through the above operations, the sink collects the
information on top-k nodes/values without waking up nodes that do not belong
to the range of values specified by the sink.

Fig. 3.3 shows an example operation of CDCoWu with k = 5, where the sink
completes the first and second wake-up trials. At the bottom of Fig. 3.3, the
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temporal behavior of sensor nodes together with that of the sink is also shown,
which clarifies the timing of wake-up and transitions between active and sleep
states. In the first wake-up trial with V 1

th, sensor nodes A, B, and D wake up and
transmit data to the sink while the other nodes, such as nodes C and F, keep
their sleep states. Each activated node transits to the sleep state after receiving
ACK. After the second wake-up trial with V 2

th, the sink collects 5 data readings
from nodes A to E, completing top-5 node-set query. However, top-5 value-set
query is not completed, as only 4 different values (q1, q3, q4, q6) are gathered.
Hence, the sink needs to further decrease the threshold by CDstep and continue
the wake-up trials. Thus, it is likely that more nodes need to be woken up in
V-CDCoWu than in N-CDCoWu, especially when many nodes observe the same
values. The probability of this event depends on the distribution of observed data
and quantization step qstep.

The complexity of V-CDCoWu is higher than N-CDCoWu due to a larger
number of nodes to be woken up. In V-CDCoWu, the sink executes the input
of data into the set of V after comparing the collected data with those already
included into V. The number of comparisons to be made for each collected data
depends on the size of V. Since the maximum size of V is k, let us assume a worst
case in terms of complexity where the sink needs to always make comparisons
with k values for each collected data. Assuming that top-k query is completed
after collecting data from n nodes, the sink needs to execute nk operations of
comparison and k operations of inputs. However, the time complexity of these
operations is considered to be low considering that the sink is in general assumed
to have high computational capability with a stable power-source. On the other
hand, the communication delay, i.e., the time required for the sink to collect data
from n nodes, is dominant from a viewpoint of latency to complete top-k query
with n nodes. Therefore, this work only considers communication delay to evaluate
the latency to complete top-k query.

The parameter CDstep affects the energy efficiency and data collection delay
of CDCoWu. With larger CDstep, more nodes are simultaneously woken up with
a single wake-up signal, which increases the congestion level and the number of
unnecessarily activated nodes, thereby increasing the total energy consumption.
This can be avoided by employing smaller CDstep, which, however, may increase
data collection delay due to more wake-up trials with no replying node. Therefore,
CDstep should be optimized based on the target delay or energy efficiency, which
will be further discussed in Sec. 3.4.
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3.3 Theoretical Analysis of IDWu and CDCoWu

This section analyzes the data collection delay and energy efficiency performance
of IDWu and CDCoWu.

3.3.1 One-Shot Data Collection with p-persistent CSMA

In BCWu and the proposed CDCoWu, it can happen that multiple nodes attempt
to transmit their packets to acknowledge the wake-up request from the sink, where
each contending node holds only a single packet to transmit. This traffic model
is called One-Shot Data (OSD) model [64]. Under OSD model, each node enters
a sleep state after the successful transmission of its packet and does not contend
for the channel. In [64], data collection delay and energy consumption of nodes
operating with p-persistent CSMA are analyzed when OSD model is employed for
the collision channel. These equations are extended to take account of the packet
errors due to channel impairments with independent and identical probability of
ec for each packet. The data collection delay Td(no) [s], defined as duration for no

nodes (no ≥ 1) with OSD model to complete their transmissions, is

Td(no) =
no∑
n=1

L− (L− 1)(1− p)n

(1− ec)np(1− p)n−1
δ, (3.1)

where L [slot] is the packet length in slots. As a special case, this work assumes
Td(0) = 0. Further, the total energy consumption of the sensor nodes, Etotal(no) [J],
can be computed as

Etotal(no) =
no∑
n=1

ξRδ
L− (L− 1)(1− p)n−1

(1− ec)p(1− p)n−2

+ ξT δ
L

(1− ec)(1− p)n−1
,

(3.2)

where ξR [W]/ξT [W] is the power consumption of a node in the receive/transmit
state. This work also assumes Etotal(0) = 0. By using the above results, equations
expressing data collection delay and energy consumption are derived for different
wake-up control schemes applied to top-k query.

3.3.2 Analysis of Conventional and ProposedWake-up Con-
trol

This subsection first analyzes delay and total energy consumption of conventional
BCWu and UCWu, followed by the analysis of the proposed CDCoWu. As already
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Figure 3.4: Theoretical analysis model of BCWu.

noted, the BCWu and UCWu are required to activate all sensor nodes to collect
top-k observations (i.e., top-k node-set or top-k value-set), as they do not conduct
wake-up signaling according to requested/sensed data. Here, delay is defined as
time required to collect top-k observations from sensor nodes. Regarding energy
consumption, this chapter focuses on the total energy spent by all sensor nodes
during a single cycle of top-k query. Considering that the wake-up receiver is
always active during a cycle3, the energy consumed by the wake-up receiver is
assumed to be same for all wake-up schemes. Therefore, for simplicity, the energy
consumed by the wake-up receiver is neglected, and only energy consumed by
the main radio is calculated. Furthermore, in the following analysis, all wake-up
signals are assumed to be transmitted by the sink with p = 1 in the operation of
p-persistent CSMA, since no node is supposed to contend with the sink. That is,
the downlink transmissions from the sink to the sensor nodes are assumed to be
error-free.

Analysis of BCWu scheme

Fig. 3.4 shows the model of theoretical analysis for BCWu. In BCWu, the sink first
sends a wake-up signal whose length corresponds to BCWuID in order to wake up
all sensor nodes. Assuming that the total number of sensor nodes is N and that
all nodes detect the wake-up signal correctly, N nodes wake up and attempt to
transmit their packets with p-persistent CSMA and OSD model. Thus, delay of
BCWu, TBCWu

d (N), is expressed as

TBCWu
d (N) = Td(N) + TBCWu, (3.3)

where TBCWu [s] is the frame length corresponding to BCWuID. The energy con-
sumed by the main radios of sensor nodes in BCWu is

EBCWu
total (N) = Etotal(N), (3.4)

3The energy management, e.g., adaptive switch on/off of the wake-up receiver, can be also
applied. However, the energy consumption of the wake-up receiver is so small that the impact
of such an energy management on total energy consumption would be negligible.
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where Etotal(N) is given by eq. (3.2).

Analysis of UCWu scheme

Fig. 3.5 shows the model of theoretical analysis for UCWu. In the case of top-k
query employing UCWu, the sink individually activates each node by sending the
wake-up signal whose length corresponds to UCWuID. Hence, data collection delay
of UCWu is given by

TUCWu
d (N) = N ·Td(1) +

N−1∑
i=0

TUCWu(i)

= N ·Td(1) + Tmin·N +
Tstep

2
N(N − 1),

(3.5)

where TUCWu(i) [s] is the frame length corresponding to the UCWuID assigned to
sensor node i. Here, frame length of UCWu is designed as TUCWu(i) = Tmin +
Tstep×i (i = 0, 1, 2, . . .). As for total energy consumption of UCWu, considering
that N nodes separately transmit their data in reply to each wake-up request, it
can be expressed as

EUCWu
total (N) = N ·Etotal(1). (3.6)

Analysis of CDCoWu scheme

Fig. 3.6 shows the model of theoretical analysis for CDCoWu. As described in
Sec. 5.3.2, both N-CDCoWu and V-CDCoWu transmit (multiple) wake-up signals
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until the data collection of top-k observations is completed. For each wake-up
signal, the number of activated nodes randomly varies depending on the distribu-
tion of observed value and CDstep. Here, CDstep and Vstep are respectively set as
CDstep = mVstep and Vstep = lqstep, where m and l are positive integers. Hereafter,
lm is denoted as m′. On the other hand, qstep is determined as qstep =

Vmax−Vmin

Imax
,

where Imax is the total number of quantization intervals calculated as Imax = 2bq .
For each wake-up signal specifying a value threshold, different number of activated
nodes try to send their packets with p-persistent CSMA. For simplicity of analysis,
it is assumed that timeout for each wake-up, during which the sink waits for replies
from the activated nodes, can be ideally set to a value that is required for all acti-
vated nodes to complete their transmissions. The sink continues to send wake-up
requests until the size of collected set, nk, reaches k. Denote the probability that
a sensor node observes a value in the n-th quantization interval by Pint(n), and by
random variables Xn (n = 1, ..., Imax) the number of nodes included in the n-th
quantization interval. Xn follow multinomial distribution, whose Probability Mass
Function (PMF) is expressed as [67]

P(X1 = q1, . . ., XImax = qImax)

=

{
N !

∏Imax

n=1

P qn
int(n)

qn!
(
∑Imax

n=1 qn = N)

0 (otherwise),

(3.7)

where N is the number of sensor nodes. Here, Pint(n) depends on the assumed
distribution of observed value. In the case of uniform distribution, Pint(n) is given
by

Pint(n) =

{
qstep

Vmax−Vmin
(n = 1, 2, . . ., Imax − 1)

(Vmax−Vmin)−(Imax−1)qstep
Vmax−Vmin

(n = Imax).
(3.8)

In the case of exponential distribution, whose PDF is defined in Sec. 3.1, Pint(n) is
expressed as

Pint(n) =


∫ Vmax−(n−1)qstep
Vmax−nqstep

eαxdx∫ Vmax
Vmin

eαxdx
(n = 1, 2, . . ., Imax − 1)∫ Vmax−(Imax−1)qstep

Vmin
eαxdx∫ Vmax

Vmin
eαxdx

(n = Imax).

(3.9)

Furthermore, for normal distribution, Pint(n) is expressed as

Pint(n) =



∫ Vmax−(n−1)qstep
Vmax−nqstep

1√
2πσ

e
− (x−µ)2

2σ2 dx

∫ Vmax
Vmin

1√
2πσ

e
− (x−µ)2

2σ2 dx

(n = 1, 2, . . ., Imax − 1)

∫ Vmax−(Imax−1)qstep
Vmin

1√
2πσ

e
− (x−µ)2

2σ2 dx∫ Vmax
Vmin

1√
2πσ

e
− (x−µ)2

2σ2 dx

(n = Imax).

(3.10)
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Given the i-th realization (sample) of {Xn} as si = {qi1, qi2, . . ., qiImax
}, the

number of wake-up nodes at ζ-th wake-up trial with CDstep = m′qstep is given by

xi
ζ =

m′ζ∑
l=m′(ζ−1)+1

qil . (3.11)

The number of wake-up signals required to complete the collection of top-k obser-
vations in i-th realization is denoted by ni

w. By using eqs. (3.1) and (3.7), mean
total duration required for data transmissions with p-persistent CSMA (excluding
periods of wake-up signal transmissions) can be calculated as

TData
CDCoWu(N) =

M∑
i=1

P(si)
ni
w∑

ζ=1

Td(x
i
ζ), (3.12)

where M is the total number of realizations of multinomial distribution given in
eq. (3.7). Note that ni

w differs for N-CDCoWu or V-CDCoWu.
As mentioned in Sec. 5.3.2, the sink reduces the threshold of CoWu by CDstep

for each wake-up trial. Then, the frame length of the ζ-th wake-up signal is set as

TWuS
CDCoWu(ζ) = Tmin + Tstep(mζ − 1). (3.13)

Therefore, the mean total duration required for transmitting wake-up signals is
expressed as

TΣWuS
CDCoWu(N) =

M∑
i=1

P(si)
ni
w∑

ζ=1

TWuS
CDCoWu(ζ). (3.14)

Thus, mean total delay to complete the collection of top-k observations with CD-
CoWu is the sum of eqs. (3.12) and (3.14)

TCDCoWu
d (N) = TData

CDCoWu(N) + TΣWuS
CDCoWu(N). (3.15)

Analogously, the mean of total energy consumption of CDCoWu, ECDCoWu
total (N)

can be calculated as

ECDCoWu
total (N) =

M∑
i=1

P(si)·
ni
w∑

ζ=1

Etotal(x
i
ζ). (3.16)

As already mentioned, the required number of wake-up trials, ni
w, is different for

N-CDCoWu and V-CDCoWu. Its maximum value denoted as Wmax, is expressed
as

Wmax = ⌈Vmax − Vmin

CDstep

⌉. (3.17)
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In the case of N-CDCoWu, the total number of wake-up trials to complete top-k
node-set collection is minimum j (1 ≤ j ≤ Wmax) satisfying

j∑
ζ=1

xi
ζ ≥ k. (3.18)

On the other hand, with V-CDCoWu, the sink increases the size of collected set
by 1 when there exists at least one node observing the data within a quantization
interval. Thus, for a sample si, the size of collected set at ζ-th wake-up trials is

yiζ =

m′ζ∑
l=m′(ζ−1)+1

u(qil − 1), (3.19)

where u(x) is a step function, defined as

u(x) =

{
1 (x ≥ 0)

0 (otherwise).
(3.20)

With V-CDCoWu, it can happen that the size of collected set does not exceed k
even if the data collections from all sensor nodes deployed over the sensing field are
completed, especially when the observed value is concentrated into a certain range.
Therefore, two conditions for finishing top-k value-set query at j-th wake-up trial
are defined: one is when the size of collected set reaches k and the other is when
completing data collections from all sensor nodes, which are expressed as{∑j

ζ=1 y
i
ζ ≥ k (if ∃ s.t.

∑Wmax

ζ=1 yiζ ≥ k)∑j
ζ=1 x

i
ζ = N (otherwise).

(3.21)

3.4 Numerical Results

3.4.1 Approximate Analysis with MCMC

The exact calculation of mean delay and energy consumption of CDCoWu, see
eqs. (3.12), (3.14), and (3.16), requires consideration of all realizations of multino-
mial distribution given in eq. (3.7), whose number is

(
Imax+N−1

N

)
. This calculation

becomes intractable when N and/or Imax become large. For this reason, this
thesis resorts to MCMC method [68] to obtain approximate results. Specifically,
this work employs Metropolis algorithm [68] that generates sequence of samples
(realizations), as described below:
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• STEP 0: [Set initial state] Set an initial state X(0) =
⋃Imax

n=1 q
(0)
n , where q

(0)
n is

the number of nodes belonging to the n-th quantization interval under the
initial state. The initial state is set so that the number of nodes in each
interval is distributed as fairly as possible, with a constraint that the total
number of nodes is N , i.e.,

∑Imax

n=1 q
(0)
n = N . This constraint is the same in

any arbitrary state (i.e., state X(t) is set s.t.
∑Imax

n=1 q
(t)
n = N).

• STEP 1: [Generate new sample] Create a new sample X
′
from the current

state X(t). In each state, there are Imax intervals, from which one interval
i with number of nodes ni satisfying ni ≥ 1 is randomly chosen and ni is
decreased by 1. Then, another interval j with number of nodes nj satisfy-
ing nj < N is randomly selected and nj is increased by 1. Through these
operations, new sample X

′
is generated.

• STEP 2: [Calculate transition cost] Calculate transition cost as P(X′
)

P(X(t))
, by

using PMF given by eq. (3.7).4

• STEP 3: [Update state] Generate a random number r ∈ [0, 1], following
uniform distribution, and decide the next state as follows:

X(t+1) =

{
X

′
(if r ≤ P(X′

)

P(X(t))
)

X(t) (otherwise).
(3.22)

• STEP 4: [Go back to STEP 1].

One round of STEP 1 to STEP 4 defines a Monte Carlo (MC) step, which is
repeated Z times. For each MC step, by using the distribution of nodes repre-
sented by the state of X(t), delay and energy consumption are calculated through
the equations derived in Sec. 3.3, and stored as t(z) and e(z), respectively. After
repeating MC step Z times, the approximate values of mean delay and energy
consumption are respectively calculated as

T̂CDCoWu
delay =

1

Z

Z∑
z=1

t(z) , (3.23)

ÊCDCoWu
total =

1

Z

Z∑
z=1

e(z) . (3.24)

A unique feature of Metropolis method is that each sample to calculate the
expectations of function in eqs. (3.12), (3.14), and (3.16) is selected from the

4More details on transition cost can be found in [68].
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region where its probability is relatively high, while searching the other regions
with probability r. After repeating a sufficient number of MC steps, it can be
expected to obtain approximate results that are close to exact solutions.

3.4.2 Impact of Different Parameters on the Performance
of CDCoWu

This subsection investigates the performance of N-CDCoWu and V-CDCoWu for
different parameters such as CDstep, bq, α, and k via numerical results obtained by
the theoretical analysis and computer simulations. We compare the results of the-
oretical analysis with those of computer simulations in order to assess the validity
of the derived equation and approximate analysis. The simulations are conducted
by a custom-made simulator created with Matlab. First, a set of observed data of
sensor nodes is randomly generated following the uniform, exponential, or normal
distribution. Then, the procedures of wake-up/data collections following the sys-
tem model given in Sec. 3.1 as well as IDWu and CDCoWu explained in Sec. 3.3
are simulated, including the actual operations of p-persistent CSMA protocol. The
data collection delay and energy consumption of each node are recorded when the
sink completes top-k query. These processes are repeated for different samples of
observed data of sensor nodes, whose averaged results are plotted in the following
figures. The values of the other parameters used for numerical evaluations are
shown in Table 3.1. Further, the values of l (see Sec. 3.3.2) are set to 2bq−9 if bq is
larger than 9, and otherwise set to 1. This restriction comes from constraints on
range and resolution of wake-up frame length, specified by considering the stan-
dard IEEE 802.15.4g [62][3]. The maximum size of IEEE 802.15.4g frame is 2055
bytes while the sizes from 28 to 135 bytes are commonly employed for their data
transmissions. Therefore, the length corresponding to the range between 135 bytes
and 2055 bytes is used for the wake-up frame length. With the assumption that
the transmission rate is 100 kbps and the step to vary frame length is 1 byte, the
temporal resolution to change the wake-up frame length is 0.08 ms. However, con-
sidering the detection accuracy, the step of 2 bytes is employed as the interval to
change the wake-up frame length [3]. This allows us to apply 960 different frame
length for mapping with the observed value. If the number of quantization bits is
equal to or less than 9, i.e., if the number of quantization intervals is less than or
equal to 960, the appropriate mapping can be achieved by setting l = 1. Other-
wise, the mapping cannot be properly made unless the value of l is appropriately
adjusted.
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Table 3.1: Parameters employed for Numerical Evaluations.

Parameters Values

Data transmission rate 100 kbps
Length of packet in time slots L 10

Time slot length δ 320 µsec
Power consumption in Transmit state ξT 55 mW [69]
Power consumption in Receive state ξR 50 mW [69]

Distribution of observed value [Vmin, Vmax] [0, 50]
Interval of wake-up frame length Tstep 0.16 msec [3]
Minimum wake-up frame length Tmin 10.8 msec [3]

wake-up Frame length corresponding to BCWuID TBCWu 10.8 msec
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Figure 3.7: Data collection delay against CDstep for N-CDCoWu and V-CDCoWu
(N = 100, k = 25, bq = 8, and p = 0.0606).

Impact of CDstep

Figs. 3.7 and 3.8 show data collection delay and total energy consumption of
N-CDCoWu and V-CDCoWu against CDstep, respectively, where the number of
MC steps, Z, is set to 1,000,000 (this assumption will hold hereafter unless oth-
erwise stated). This evaluation sets N = 100, k = 25, bq = 8, and ec = 0,
assuming uniform distribution of observed values. Here, p = 0.0606 is employed,
which corresponds to the practical size of back-off window of 32 [64]. Obviously,
the figures show that the results obtained with the approximate analysis coincide
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Figure 3.8: Total energy consumption against CDstep for N-CDCoWu and V-
CDCoWu (N = 100, k = 25, bq = 8, and p = 0.0606).

with simulation results very well, validating the approach employed in this the-
sis. Fig. 3.7 shows that the data collection delay is a convex function of CDstep,
such that there is a minimal value with CDopt

step. When CDstep < CDopt
step, the

delay increases because a smaller number of nodes observe the value within each
CDstep, which requires increased number of transmissions of wake-up signals. For
CDstep > CDopt

step, the delay increases due to the congestion caused by the in-
creased number of nodes that observe values within each CDstep, simultaneously
wake up and contend for the shared channel. Note that the convexity of data col-
lection delay against CDstep can be also observed in theoretical equations derived
in Sec. 3.3. For CDstep < CDopt

step, x
i
ζ in eq. (3.11) or yiζ in eq. (3.19) becomes

smaller, by which ni
w satisfying eq. (3.18) or (3.21) becomes larger. This makes

the duration required for transmitting wake-up signals in eq. (3.14) larger. While
this negative effect is alleviated as the value of CDstep increases, the delay for
transmitting data expressed in eq. (3.12) becomes larger since xi

ζ in Td(x
i
ζ), which

is a monotonically increasing function against xi
ζ as given in eq. (3.1), increases.

Due to this negative effect with increasing CDstep, data collection delay starts to
increase again. On the other hand, Fig. 3.8 shows that total energy consumption
increases as CDstep becomes larger. This is because the probability that a node
wakes up in a trial increases as CDstep becomes larger, which increases the amount
of energy consumed for each node to resolve contention.

Figs. 3.7 and 3.8 also show that V-CDCoWu has larger delay and energy
consumption than N-CDCoWu. This is because, even if the number of wake-up
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nodes exceeds k in V-CDCoWu, the size of collected set does not necessarily reach
k. In this case, the sink lowers the value threshold in order to collect new data,
which increases the number of wake-up trials and activated nodes, resulting in
larger delay and energy consumption.

Note that, in Figs. 3.7 and 3.8, simulation results of CDCoWu are also plotted
when we employ a practical timer for the sink to wait for the replies from activated
nodes instead of ideally assuming that the sink can set the timer to the value
required for all activated nodes to complete their transmissions. The timer is set
every time the sink completes the reception of a packet from a sensor node. Once
the timer expires before detecting a packet of the other nodes, the sink decides that
there is no longer any node to respond to the wake-up request. Here, the timer
should be sufficiently longer than the period to accommodate a packet transmission
of a single node, including back-off period. Two different timers are prepared: one
is the value used for wake-up trials before the sink grasps top-k set, and the other
is the value employed for the last wake-up trial in which the size of top-k set
reaches k. The former value is set to be 32 slots, as p = 0.0606 corresponds to
the back-off window size of 32 [64]. The latter value is set to be sufficiently larger
than the former one, i.e., 320 slots, in order for the sink to make sure that there
is no more node belonging to the exact top-k set. Note that, practically, this
timer can be much shorter since back-off period of each node is upper-bounded,
which is controlled by maximum size of back-off element [64]. For instance, in
IEEE 802.15.4 MAC protocol, maximum size of back-off element is commonly set
to be 5, which makes each node transmit a packet at least within 32 slots after
the last busy period of channel. In this work, 320 slots are needed because the
back-off period of p-persistent CSMA, which is employed just for simplifying the
analysis, is not upper-bounded. The results with a practical timer are marked
with “Simulation w/ practical timeout” in the figures. From these results, it can
be seen that data collection delay and total energy consumption are increased
with the practical timeout. The longer timer than the ideal case results in the
increase of data collection delay. On the other hand, the shorter timer results in
the increase of total energy consumption since not all activated nodes complete
data transmissions within the corresponding wake-up trial, and they remain to be
active until the next wake-up trials. However, focusing on the results for the range
close to CDopt

step, it can be seen that the increase of data collection delay and total
energy consumption is not significant, which indicates that the assumption on the
ideal timeout is reasonable.

Impact of quantization step

The number of discrete values that each sensor node can observe and report
changes in accordance with quantization bit rate bq of each sensor. In order to
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investigate the impact of the value of bq, bq is varied from 2 to 10, and the perfor-
mance of data collection delay and total energy consumption of N-CDCoWu and
V-CDCoWu is evaluated. Figs. 3.9 and 3.10 show results with uniform distribution
of observed values, for N = 100, k = 25, CDstep = Vstep, p = 0.0606, and ec = 0.
Note that, this evaluation employed the smallest possible CDstep in order to clarify
the difference of impact of bq on N-CDCoWu and V-CDCoWu.

Fig. 3.9 shows that V-CDCoWu requires larger delay than N-CDCoWu. With
the smaller value of bq (i.e., with the larger quantization step), the number of
nodes waking up against a wake-up signal becomes larger. Therefore, as bq becomes
smaller, the sink can complete top-k data collection with relatively smaller number
of wake-up signals, resulting in smaller data collection delay. On the other hand,
as the value of bq increases, the required number of wake-up trials increases. That
is why data collection delay of CDCoWu monotonically increases until bq reaches
9. Fig. 3.10 shows that total energy consumption of V-CDCoWu and N-CDCoWu
decreases as the value of bq increases. Note that, as mentioned in Sec. 3.3.2, the
value of Vstep is changed in accordance with bq. Under the setting of CDstep = Vstep,
smaller values of bq lead to worse resolution in terms of quantization, and many
nodes tend to be included into the same Vstep that becomes larger with the decrease
of bq. This increases the probability that many nodes wake up in each wake-up
trial, resulting in severe congestion and a larger energy consumption. Note that,
if bq is larger than 9, Vstep takes the same value due to the upper bound resulting
from mapping design of the frame length as mentioned in Sec. 3.4.2. However, total
number of observable data increases, therefore, the larger bq becomes, the more
values the sink can collect for the same size of CDstep. Therefore, for V-CDCoWu,
data collection delay in Fig. 3.9 and total energy consumption in Fig. 3.10 decrease
when the value of bq changes from 9 to 10.

Finally, Figs. 3.9 and 3.10 show that data collection delay and total energy
consumption of V-CDCoWu tend to converge into those of N-CDCoWu. As bq
becomes larger, the resolution of quantization becomes better, and the probability
for different sensors to observe the same value becomes smaller. With the extreme
condition of bq → ∞, this probability becomes negligibly small. In this case, the set
to be collected by N-CDCoWu and V-CDCoWu are almost the same, and the data
collection delay and total energy consumption of V-CDCoWu and N-CDCoWu
tend to become equal. For instance, for bq of 20, it has been confirmed with
simulations that data collection delay of V-CDCoWu and N-CDCoWu are 2.8974
[s] and 2.8939 [s], respectively, and total energy consumption of V-CDCoWu and
N-CDCoWu are both 0.0111 [J].
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Figure 3.9: Data collection delay against bq for N-CDCoWu and V-CDCoWu (N =
100, k = 25, CDstep = Vstep, and p = 0.0606).

2 3 4 5 6 7 8 9 10

b
q

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

N-CDCoWu (MCMC, Uniform)

N-CDCoWu (Simulation, Uniform)

V-CDCoWu (MCMC, Uniform)

V-CDCoWu (Simulation, Uniform)

Figure 3.10: Total energy consumption against bq for N-CDCoWu and V-CDCoWu
(N = 100, k = 25, CDstep = Vstep, and p = 0.0606).

Impact of distribution of observed values

Here, the impact of distribution of observed values on delay and energy consump-
tion of CDCoWu is evaluated by taking exponential distribution as an example,
where the value of α in eq. (3.9) is changed from 0 (uniform distribution) to 0.1
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with the step of 0.01, for N = 100, k = 25, CDstep = 10Vstep, p = 0.0606, ec = 0,
and bq = 8. Fig. 3.11 shows data collection delay of N-CDCoWu and V-CDCoWu
against α. From Fig. 3.11, one can see that data collection delay of N-CDCoWu
and V-CDCoWu have the minimum value for α = 0.04 and α = 0.08, respectively.
As the value of α is increased from 0, the distribution of observed values becomes
non-uniform, and more biased toward higher values. Therefore, the size of col-
lected set reaches k with smaller number of wake-up signals, which decreases data
collection delay of both N-CDCoWu and V-CDCoWu. However, the data collec-
tion delay is increased after α increases over the optimal value, as the negative
impact of congestion caused by simultaneous wake-up of nodes observing higher
values becomes more dominant than the reduction in the number of wake-up tri-
als. For high values of α, many nodes tend to hold the same value and the size
of collected set of V-CDCoWu becomes smaller against the number of nodes with
their data collected, which then requires more number of wake-up trials to collect
new value. Therefore, the positive effect to reduce the number of wake-up trials
with increased α is smaller for V-CDCoWu than that for N-CDCoWu; this also
explains why the value of α at which data collection delay takes the minimum
value for V-CDCoWu happens for smaller value of α.

The convexity described above can also be observed in the analysis and equa-
tions derived in Sec. 3.3, as similarly explained for the impact of CDstep in Fig. 3.7.
As the value of α becomes larger, from eq. (3.9), it can be seen that the probability
that each node observes higher values becomes higher, which increases xi

ζ against
the smaller ζ. This makes ni

w satisfying eq. (3.11) or (3.19) smaller, which makes
the duration required for transmitting wake-up signals in eq. (3.14) smaller. On
the other hand, the delay for transmitting data given in eq. (3.12) becomes larger
since xi

ζ in eq. (3.12) for smaller ζ can become sufficiently large to cause severe
congestion. Therefore, depending on whether delay for data transmissions in eq.
(3.12) or that for transmitting wake-up signals in eq. (3.14) is dominant, data
collection delay increases or decreases, which gives its convexity against the value
of α.

It has been also confirmed that total energy consumption of both N-CDCoWu
and V-CDCoWu monotonically increase as α becomes larger due to an increased
level of congestion and that N-CDCoWu consistently requires smaller energy con-
sumption than V-CDCoWu as the number of nodes to collect the data from are
smaller.

Impact of k

Figs. 3.12 and 3.13 show data collection delay and total energy consumption of N-
CDCoWu and V-CDCoWu against k, respectively. This evaluation sets N = 100,
CDstep = 10Vstep, bq = 8, p = 0.0606, assuming uniform distribution of observed
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Figure 3.11: Data Collection delay against α for N-CDCoWu and V-CDCoWu
(N = 100, k = 25, CDstep = 10Vstep, and p = 0.0606).

values. The results with different ec are plotted, which shows the agreement be-
tween approximate and simulation results. It can also be seen that the performance
is degraded as the probability of packet losses due to channel impairments becomes
higher. Focusing on the impact of k, it can be noticed that the selection of the
smallest value of k is desirable in terms of both data collection delay and total
energy consumption. However, practically, the application scenario should be also
considered to decide an appropriate value of k. For instance, top-k query in WSNs
is useful when the resources required to execute some actions against the sensing
targets are limited. In this case, the prioritized usage of the resources is desired.
The examples include ecology observation of the bird species in a forest by or-
nithologists [21] and forest fire monitoring [32] where a user dispatches drones to
the fire environment to put out the fire. In these scenarios, the optimal value of
k depends on the type and number of resources available for users. On the other
hand, if top-k query is simply applied for monitoring purpose, the optimal value
of k is the maximum value satisfying the constraints of communication charac-
teristics such as data collection delay and total energy consumption (i.e., battery
lifetime).

3.4.3 Comparison of Different Wake-up Schemes

Now data collection delay and total energy consumption achieved by different
wake-up schemes are compared. The performance of each wake-up scheme depends
on different parameters such as p and CDstep. For instance, CDCoWu can achieve
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Figure 3.12: Data collection delay against k for N-CDCoWu and V-CDCoWu
(N = 100, CDstep = 10Vstep, bq = 8, and p = 0.0606).
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Figure 3.13: Total energy consumption against k for N-CDCoWu and V-CDCoWu
(N = 100, CDstep = 10Vstep, bq = 8, and p = 0.0606).

high energy efficiency at the cost of delay by setting CDstep to small value, as
confirmed by the evaluations in Sec. 3.4.2. Because of such trade-offs, it is difficult
to compare different wake-up schemes unless either target delay or energy is fixed.
Thus, the effectiveness of CDCoWu is investigated by comparing its total energy
consumption with IDWu on condition that delay of CDCoWu does not exceed that
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of IDWu. This upper bound on delay is obtained with the optimized transmission
probability p of each IDWu (BCWu, UCWu), i.e., minimum data collection delay
for different number of nodes. The optimal parameters are chosen as follows:

• UCWu: In UCWu, only a single node wakes up for each wake-up trial con-
ducted by the sink, which means that there are no collisions. Therefore,
the transmission probability of UCWu is set as p = 1. The optimized data
collection delay of UCWu for different number of sensor nodes N is defined
as τ optUCWu(N).

• BCWu: In BCWu, the optimal transmission probability depends on the num-
ber of sensor nodes. The optimal probability popt is obtained for different
number of sensor nodes N . Here, the optimized data collection delay of
BCWu for different number of sensor nodes is defined as τ optBCWu(N).

• CDCoWu: In CDCoWu, the achievable performance depends not only on the
transmission probability p but also on CDstep. The set of p and CDstep val-
ues is obtained, which minimizes the total energy consumption for different
number of sensor nodes on condition that delay does not exceed τ optUCWu(N)
or τ optBCWu(N). Two sets of parameters are defined for {CDstep, p}: U(N), the
optimized set for comparison with UCWu, and B(N), for comparison with
BCWu, which are required to satisfy

U(N) = min
CDstep,p

{ECDCoWu
total (N)} s.t. τ ≤ τ optUCWu(N) , (3.25)

B(N) = min
CDstep,p

{ECDCoWu
total (N)} s.t. τ ≤ τ optBCWu(N) , (3.26)

where τ is data collection delay of CDCoWu for the optimized set of param-
eters, employed in the evaluations.

Note that this thesis resorts to a heuristic approach to obtain the optimal
values of the above-mentioned parameters. That is, approximate results of mean
delay and total energy consumption are evaluated for a wide range of parameters,
and the appropriate values of CDstep and p are selected. This is because of the
difficulty to derive the expressions of mean delay and total energy consumption of
the proposed scheme in closed form. This means that the employed parameters
may not be strictly optimal.

Comparison between BCWu and UCWu

Before investigating the efficiency of CDCoWu, we evaluate and compare delay
and total energy consumption achieved by BCWu and UCWu. Note that, with
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Figure 3.14: Delay against the number of sensor nodes for BCWu and UCWu.

BCWu and UCWu, all nodes are activated, which means that its performance
does not depend on k of top-k data collection. Figs. 3.14 and 3.15 respectively
show delay and total energy consumption of BCWu and UCWu. First, from these
figures, we can clearly see the agreement between theoretical results obtained with
eqs. (3.3) - (3.6) and simulation results. Thus, we can confirm the validity of the
derived equations. From Fig. 3.14, under the condition of optimal p, it can be
seen that UCWu has worse performance than BCWu in terms of data collection
delay. This is due to large amount of wake-up overhead, i.e., the transmission of
wake-up signal is required before every data transmission in the case of UCWu. On
the other hand, BCWu realizes better performance than UCWu because all sensor
nodes can be woken up with only a single transmission of wake-up signal from the
sink, and thanks to the optimization of p, nodes hardly experience collisions (note
that collision is the major cause to deteriorate data collection delay with BCWu).
Next, looking at Fig. 3.15, we can see that the total energy consumption of BCWu
becomes significantly larger than that of UCWu as the number of nodes increases.
This is because many nodes need to stay awake during contention process of p-
persistent CSMA with BCWu while, with UCWu, only a single node wakes up and
can transmit data and quickly go back to sleep without spending wasteful energy
for contention process. From these results, we can confirm that BCWu is superior
to UCWu in terms of delay while UCWu outperforms BCWu in terms of total
energy consumption.
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Figure 3.15: Total energy consumption against the number of sensor nodes for
BCWu and UCWu.

Comparison between IDWu and CDCoWu

Figs. 3.16 and 3.18 show the comparison of total energy consumption of CDCoWu
with BCWu and with UCWu, respectively, when they are applied for top-10 query.
Furthermore, Fig. 3.17 shows a zoomed view of Fig. 3.16 in terms of CDCoWu. The
results are plotted for distributions of observed values of uniform and exponential
distribution with α = 0.1 and ec = 0. Hereafter, the number of MC steps, Z, is
set to 100,000. As already noted, delay of CDCoWu is upper-bounded by that
of BCWu and UCWu in the figures. The plots show that performance of IDWu
obtained with the analysis coincide with simulation results very well. In Fig. 3.16,
results for energy consumption of CDCoWu for the number of nodes of 10 and 20
are not plotted. This is because top-k node/value set collections are not completed
under the delay constraint of τ optBCWu(N) for these sets of parameters. Specifically,
in order to satisfy the delay constraint of optimized BCWu, CDCoWu needs to
reduce the number of transmissions of wake-up signals for data collections. In
CDCoWu, the length of wake-up frame determined by mapping rule described in
Sec. 3.2.1 is designed to alleviate the negative impact of wake-up overhead for a
scenario of top-k query, i.e., higher (lower) value is mapped to shorter (longer)
frame length. However, each length of wake-up frame of CDCoWu is equal to or
longer than that of BCWu, TBCWu, which is set to Tmin. When the number of
nodes is 10 or 20, (i.e., when N is small), in order to realize smaller delay than
BCWu, the sink needs to wake up all nodes with smaller number of wake-up trials.
However, as mentioned above, the length of wake-up frame of CDCoWu are longer
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Figure 3.16: Total energy consumption against the number of sensor nodes for
BCWu and CDCoWu.
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Figure 3.17: A zoomed view of Fig. 3.16 in terms of CDCoWu.

than that of BCWu. That is why CDCoWu can not satisfy the delay constraint of
eq. (3.26), when the number of nodes is small.

Fig. 3.16 shows that total energy consumption of BCWu is much larger than
that of CDCoWu since, with BCWu, the sink needs to aggregate data from all
sensor nodes with relatively small transmission probability (e.g., when the num-
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Figure 3.18: Total energy consumption against the number of sensor nodes for
UCWu and CDCoWu.

ber of nodes N = 100, the transmission probability p needs to be set to 0.0111).
In this case, many nodes need to stay awake for a long period of time to resolve
contentions. On the other hand, CDCoWu can achieve small energy consumption,
especially when the number of nodes is large. This is because, in CDCoWu, the
sink can collect top-k observations just by sending wake-up signals a couple of
times without waking up all sensor nodes. Under the constraint of data collection
delay, total energy consumption of CDCoWu is minimized by employing relatively
small CDstep with high transmission probability p, which makes small number
of activated nodes succeed in data transmissions quickly. Furthermore, Fig. 3.17
shows a remarkable difference on total energy consumption of CDCoWu with the
increasing number of nodes for uniform distribution and exponential distribution.
Specifically, total energy consumption for uniform distribution becomes smaller
as the number of nodes increases. On the other hand, total energy consumption
for exponential distribution first decreases, and then increases after it reaches a
certain point, against the number of nodes. The declining tendency for uniform
distribution in Fig. 3.17 is mainly due to the adopted value of CDstep. As al-
ready discussed, when the number of nodes becomes larger, the sink can adopt
relatively small CDstep values under the delay constraint, which reduces the num-
ber of wake-up nodes for each wake-up trial. Thus, total energy consumption for
uniform distribution becomes smaller as the number of nodes increases thanks to
the reduced level of congestion. The same effect can be observed for exponential
distribution in Fig. 3.17, for a smaller number of nodes. However, for a larger num-
ber of nodes, more nodes make observations in the higher range of quantization
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intervals for exponential distribution. The negative effect caused by simultaneous
wake-up of nodes within the same interval becomes dominant, which is why total
energy consumption for exponential distribution becomes larger over the range of
N ≥ 40 in N-CDCoWu and N ≥ 50 in V-CDCoWu.

Fig. 3.18 shows that CDCoWu achieves smaller energy consumption than UCWu
when the number of sensor nodes is equal to or more than 30. As mentioned in
Sec. 3.4.3, UCWu realizes higher energy efficiency compared with BCWu, while
requiring larger delay than BCWu to complete data collection. Thus, small val-
ues of CDstep are applied to CDCoWu under the constraint of delay for UCWu
expressed in eq. (3.25), to make the impact of post wake-up congestion less sig-
nificant. However, as shown in Fig. 3.18, total energy consumption for N = 10 is
larger than that for N = 20. This is because the constraint on delay described
in eq. (3.25) for N = 10 is so strict that CDstep should be set to relatively large
value, which causes unacceptable level of congestion. On the other hand, for larger
N , unnecessary wake-up of nodes is suppressed in CDCoWu while all sensor nodes
need to be woken up at least once in UCWu. This makes it possible for CDCoWu
to achieve much smaller energy consumption than UCWu, while satisfying the
delay constraint.

In summary, it can be stated that CDCoWu is superior to IDWu, especially
when the number of sensor nodes is large. The data collection delay and total en-
ergy consumption of N-CDCoWu and V-CDCoWu have also been compared with
those of UCWu by simulations when we employ a practical dataset of temperature
sensors, which is Intel Lab Data [70]. With this evaluation, it has been confirmed
that N-CDCoWu and V-CDCoWu with N = 50 and k = 5 achieve smaller to-
tal energy consumption than UCWu by about 80% and 50%, respectively, while
keeping smaller data collection delay than UCWu.

3.4.4 Impact of k and N

Figs. 3.16 and 3.18 show that there are some cases where CDCoWu does not out-
perform IDWu in terms of both data collection delay and total energy consumption.
Specifically, whether CDCoWu will outperform IDWu depends on the ratio of k
to N . This subsection investigates the phenomenon when k and N are varied,
focusing on the superiority of CDCoWu to UCWu which has more comparable
performance than BCWu.

This thesis provides insights on the percentage of top-data for a given N that
motivates use of CDCoWu instead of IDWu. To this end, this work investigates
k-N ratio ( k

N
∈ KNR = {0.1, 0.2, . . . , 1}), where CDCoWu outperforms UCWu,

i.e.,

Uk(N) = { k

N
| ϵ ≤ ϵoptUCWu(N)} , (3.27)
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where ϵ is minimum total energy consumption of CDCoWu under the optimized
set of parameters satisfying the delay constraints of UCWu, and ϵoptUCWu(N) is total
energy consumption against the number of nodes under the optimized parameter
p for UCWu. Below, maximum k-N ratio, i.e., max Uk(N) for different number of
nodes, is investigated.

Fig. 3.19 shows maximum k-N ratio for UCWu against the number of nodes,
where ec = 0 and uniform distribution, exponential distribution with α = 0.1, and
normal distribution are employed for observed values. Here, the mean of normal
distribution is set as µ = Vmax+Vmin

2
= 25. On the other hand, the standard devi-

ation of normal distribution is set as σ = 2.85, which is the value observed in the
Intel Lab Data set of temperature sensors [71]. The declining tendency of maxi-
mum k-N ratio for V-CDCoWu with exponential distribution in Fig. 3.19 is mainly
due to the constraint on total energy consumption. As discussed in Sec. 3.4.2, total
energy consumption of CDCoWu increases with α due to congestion. In the case of
V-CDCoWu, the sink needs to collect data from more nodes in order to complete
top-k value-set query. This decreases the maximum k-N ratio of V-CDCoWu for
larger number of nodes, as shown in Fig. 3.19. Furthermore, from Fig. 3.19, one
can see that maximum k-N ratio for normal distribution is the smallest among
different distributions. The normal distribution has the observed values concen-
trated on smaller range than the other distributions. This makes it difficult for
CDCoWu to control a trade-off between delay and energy consumption. That is,
larger CDstep is required to quickly find the range with more data, but it increases
the number of activated nodes for each wake-up trial, resulting in higher level of
congestion. This becomes apparent especially for smaller number of nodes, where
the delay constraint of UCWu is more severe, and CDCoWu cannot outperform
UCWu for the number of nodes of 10. This problem can be addressed by adapting
the size of CDstep in accordance with the distribution of observed data, which has
been studied in [72]. However, from Fig. 3.19, it is evident that CDCoWu outper-
forms UCWu in terms of both data collection delay and total energy consumption
for any distribution when the number of nodes is equal to or more than 20, and
its maximum k-N ratio ranges from 0.1 to 0.5.

3.5 Summary

In this chapter, we introduced CoWu to solve the problem of IDWu, and proposed
CDCoWu for both top-k node-set and value-set query, which realizes both lower
data collection delay and high energy efficiency of nodes. Then, to evaluate these
proposed schemes, we have conducted a theoretical analysis adopting p-persistent
CSMA, which is a well-known MAC protocol that can approximate the operation
of practical MAC protocol. With numerical evaluations, we have validated the
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Figure 3.19: Maximum k-N ratio of CDCoWu to UCWu in terms of data collection
delay and total energy consumption.

derived equations and the approach of approximate analysis applied in CDCoWu.
We have also confirmed the efficiency of CDCoWu against UCWu and BCWu in
terms of data collection delay and total energy consumption. In the next chapter,
we will focus on a repeated top-k query and the characteristics of temporal corre-
lation of observed data with the introduction of a wake-up control for approximate
top-k ranking query.
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Chapter 4

Wake-up Control for Repeated
Top-k Query Exploiting Temporal
Correlation of Sensing Data

This chapter focuses on repeated top-k query, in which the observed values of
sensor have temporal correlation. We introduce a new wake-up control realizing
both high ranking accuracy and high energy-efficiency [5]5.

4.1 Motivation to Consider Approximate Top-k

Query

In the previous chapter, we proposed a wake-up control focusing on exact top-k
query, in which the sink is interested in grasping the exact top-k set at the query
instance. On the other hand, this chapter focuses on an approximate top-k query,
in which a user aims to grasp the approximate results of the top-k set, e.g., grasping
80% of the information on nodes including the true top-k set. In many practical
applications of top-k query in WSNs, 100 % accuracy, i.e., to collect exact top-k
set is not necessary [21], i.e., it is sufficient to collect the approximate top-k set.
The approximate top-k query is well studied as a query processing for distributed
processing [73].

In WSNs, the approximate top-k query is studied in a variety of aspects, which
can be categorized into three aspects, namely, (1) observation value [24], [74], (2)
ranking [24], and (3) elements of the top-k set [24], [21], [75].

For the approximate top-k query, its accuracy can be sacrificed to improve the
energy efficiency. For instance, a sensor node can suppress its data transmission

5The content of this chapter was published in [5].
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when its observation value does not vary from the previously reported data. While
this can reduce the energy consumption of sensor nodes, the accuracy of the top-k
set is deteriorated. Thus, there is a trade-off between the energy consumption of
sensor nodes and the accuracy of the top-k set. Therefore, for the approximate
top-k query, it is important to introduce a wake-up control, which can control this
trade-off appropriately. However, no existing work considers wake-up control for
the approximate top-k query, which is the main scope of this chapter.

4.2 System Model

We consider a scenario, where N sensor nodes with wake-up receivers are deployed
over a sensing field, and a sink conducts a periodical top-k query with wake-up
control. Here, we define a single cycle of top-k query as round. Each sensor node
performs periodical measurements, storing the last observation for reporting to
the sink. We assume that each sensor observes one attribute, such as tempera-
ture, humidity and so on, having temporal correlations [25], [70] with a range of
[Vmin, Vmax]. The temporal correlation of observed data is modeled by adopting
the first order Auto Regression (AR) model [76]. Specifically, we generate an ob-
servation value of each node for a round based on Gaussian distribution whose
mean is set to its observation in the previous round with variance of σ2

AR. Here,
the initial observation of sensor nodes is assumed to follow Gaussian distribution
whose mean is set to Vmax+Vmin

2
with variance of σ2

DOV
6. Note that, for simplicity,

we generate sensing data of each sensor independently without considering their
spatial relationship and sensing ranges. In each round, the sink transmits wake-
up signals aiming for waking up sensor nodes in a sleep state. After detecting the
wake-up request transmitted by the sink, each sensor node activates its main radio
I/F and transmits data to the sink following CSMA/CA protocol defined in IEEE
802.15.4 [61]. A sensor node that succeeds in data transmission, i.e., if it receives
ACK from the sink, transits to a sleep state, and it is controlled not to wake up
until the next round. Furthermore, all nodes including the sink are assumed to be
located within communication/wake-up/carrier-sensing range of each other. For
simplicity, we assume a collision channel, in which packets can be lost only due
to collisions. We also assume that each sensor node is within the communication
range of the sink and they can successfully transmit data to the sink as long as
there is no collision. Thus, in this work, we do not assume any distribution of
sensor deployment.

6This assumption is reasonable since sensing data observed in some practical examples of
WSNs have been reported to follow Gaussian distribution, for example, a histogram of temper-
ature reading of sensor nodes in the Intel Lab data set follows Gaussian distribution [77].
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4.3. DEFINITION OF ACCURACY OF TOP-K SET

4.3 Definition of Accuracy of Top-k Set

As the accuracy of top-k set, we consider three elements, namely, (1) observation
value, (2) ranking, and (3) elements of the top-k set. These are crucial for different
applications, e.g., (1) for anomaly detection [25], (2) for network management
considering residual energy of sensor nodes [24], and (3) for dispatching drones
toward a wildfire area [32].

4.3.1 Root Mean Square Error (RMSE)

The accuracy of the observation value is evaluated by using RMSE [78]. Here,
RMSE is calculated as follows:

RMSE =

√√√√ 1

|S|

|S|∑
i=1

(yi − ŷi)
2, (4.1)

where ŷi(i = 1, 2, . . . , |S|) are the observation values in the top-k set collected for
each round while their true values are expressed as yi, and |S| is the number of
nodes estimated to be in the top-k set.

4.3.2 Generalized Footrule Distance (GF-distance)

In general, the distance between the set considering the order (i.e., ranking) can
be calculated as the Footrule distance (F-distance) [79]. F-distance is defined by
the sum of the absolute values of the differences between the ranking vectors of
different sets. Here, the ranking vector is defined as a vector that shows the ranking
of each element within a set. For example, if the order of a set {A, B, C} is [B C
A], then its ranking vector becomes [3 1 2]. Formally, F-distance F (A,B) between
sets A and B is described as

F (A,B) =
Z∑
i=1

|πA(i)− πB(i)|, (4.2)

where πA(i) and πB(i) are elements of the ranking vector of the set A and B,
respectively and Z is the size of the set.

When estimating a top-k set, False Positive (FP) and False Negative (FN) can
occur in some cases. Here, FP refers to an event that erroneously estimates a
node as the top-k set, which is not actually an element in the top-k set. On the
other hand, FN refers to an event that misses a node in the estimated top-k set,
which is actually an element in the top-k set. In the literature [80], the authors
generalize the ranking accuracy for simultaneously considering the accuracy of
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Figure 4.1: A block diagram of our proposed scheme.

elements in the top-k set, i.e., FP and FN, which we call Generalized Spearman’s
Footrule distance (GF-distance). Here, let T and S denote a true top-k set and its
estimated top-k set, respectively. Then, according to [80], GF-distance of T and S
can be calculated by applying the same processes as eq. (4.2) against the ranking
vector of union elements U = T ∪ S. As for the elements of FP and FN for T
and S, the value of k + 1 is given as a ranking penalty [80]. From this setting,
GF-distance between T and S are expressed as

γD =
1

|C|
∑
i ∈ U

|πT (i)− πS(i)|. (4.3)

Here, |C| is a constant to normalize γD, whose value is k(k + 1). By applying eq.
(4.3), the ranking and element accuracy between the top-k set estimated by the
sink and true top-k set can be calculated. The unique feature of the above metric
is that the value γD increases not only when the ranking error between the set is
large, but also when the FP and/or FN occur, by adding the penalty of k + 1.

4.4 Proposed Scheme

In this section, focusing on the approximate top-k query, where high accuracy for
both ranking and elements of top-k set are required, we propose a wake-up control,
named Order and Temporal Correlation-based wake-up (OTC-Wu). OTC-Wu
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4.4. PROPOSED SCHEME

aims to grasp the information on the variations of top-k ranking from the previous
round of query while only activating a small subset of sensor nodes. Here, we define
nodes included in the top-k set in the previous round as Temporal Monitoring node
(TM-node), and others as Filtering node (F-node), following the terminology in
[25], [81].

Fig. 4.1 shows a block diagram of the operation of our proposed scheme. There
are three phases, repeated for each round. Here, in an initial round (i.e, 0-th
round) of OTC-Wu, the sink is assumed to employ CDCoWu [4] in order to collect
an exact top-k set. For the following rounds, each sensor node is controlled to
wake up when its observation value is likely to cause the ranking validation of
the top-k set. To this end, each sensor node needs to know the ranking for itself
and others in the previous round. Thus, in OTC-Wu, the sink first transmits
the information of observation values of top-k set in the previous round to each
wake-up receiver of TM-node. The wake-up receiver of each TM-node extracts the
ranking relationship among nodes and sets an appropriate transmission strategy.
Then, the wake-up receiver activates the main radio I/F and transmits data to
the sink only when it decides that the current observation value can cause the
ranking variation of the top-k set (Positioning-based Filtering phase described in
Sec. 4.4.2). Next, in order to reduce the element errors of the top-k set, the sink
checks the existence of F-nodes that are likely to newly join the top-k set by using
CoWu (Threshold-based Filtering phase described in Sec. 4.4.3). Finally, in order
to identify the current top-k set with high ranking accuracy, the sink transmits
validation queries to confirm its ranking and elements (Validation phase described
in Sec. 4.4.4).

4.4.1 Mode Control Signal

In order to realize the above-mentioned flow, we prepare three different modes
of operations for each wake-up receiver: UCWu, CoWu, and Positioning Mode
(PoMo). The operating modes are switched by three types of mode control sig-
nals, namely, UCWu, CoWu, and PoMo Signal (termed as UCMoSg, CoMoSg, and
PoMoSg, respectively). Different length of the frames are assigned to these signals
which are denoted as TUCMoSg, TCoMoSg, and TPoMoSg, respectively. The wake-up
receiver that detects UCMoSg (CoMoSg) regards the following received signals as
UCWu (CoWu) signal. When the sink attempts to collect data employing UCWu
(CoWu), it first transmits UCMoSg (CoMoSg), and then sends the UCWu (CoWu)
signal corresponding to the target node-ID (target content). After detecting UC-
MoSg (CoMoSg), the wake-up receiver sets its own wake-up frame length Twu,
and is controlled to wake up only when it satisfies the condition on Trx = Twu

(Twu ≤ Trx). On the other hand, as we will describe in Sec. 4.4.2, PoMoSg is used
for the sink to share the information on the top-k set in the previous round with
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4.4. PROPOSED SCHEME

wake-up receivers of TM-nodes.

4.4.2 Positioning-based Filtering Phase (PF-phase)

In PF-phase, the sink attempts to grasp the information on the current readings
of TM-nodes by only activating nodes whose current readings are likely to cause
the ranking variation from the previous top-k set.

Transmission suppression mechanism for TM-nodes

In this phase, the sink first notifies the wake-up receiver of each TM-node of the
information on the previous top-k set. Since the wake-up receiver only has the
capability to detect the frame length, this notification is conducted by exploiting
the frame length corresponding to the observation values of TM-nodes. Based on
the detected frame length, the wake-up receiver of TM-node obtains the ranking of
its latest value v̂i within the top-k set and the information on observation values of
the other ranked nodes. The specific mechanism for obtaining the information on
ranking at the wake-up receiver will be discussed later in this section. Each TM-
node exploits this obtained information and sets a transmission suppression range,
which works as a kind of arithmetic filter, i.e., if the current reading of TM-node
falls within the transmission suppression range, it suppresses the wake-up and data
transmission. Here, the transmission suppression range is designed so that each
node transmits data only when its current observation value is likely to cause the
variation of the ranking from the previous top-k set. This can be calculated by the
relationship with the adjacent ranking nodes, i.e., (i− 1)-th and (i+ 1)-th values
v̂Notify
i−1 and v̂Notify

i+1 . Fig. 4.2 shows a specific example of the collected top-k set
in the previous round and an applied transmission suppression range for the TM-
node i. Here, in Fig. 4.2, the latest reported value of TM-node i is v̂i = 30, and its
adjacent ranking values are v̂Notify

i−1 = 38 and v̂Notify
i+1 = 28. The difference between

the i-th and (i − 1)-th values is ∆i→i−1 = 8 and that of the i-th and (i + 1)-th
value is ∆i→i+1 = 2. From this observation, we can say that, relatively, the change
of observation value of TM-node i toward the direction for the value of (i+ 1)-th
((i−1)-th) value is more (less) likely to cause the ranking variation between them.
Thus, it is desirable for TM-node i to set its transmission suppression range, say
[29, 34] according to the relationship with the adjacent node as shown in Fig. 4.2,
which is an average value between itself and adjacent node.

Through these considerations, we formulate the transmission suppression range
of TM-nodes by using the (i − 1)-th and (i + 1)-th observation values. Here, the
i-th transmission suppression range [li, ui] can be expressed as follows:

ui = v̂i + β(v̂Notify
i−1 − v̂i). (4.4)
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Figure 4.2: An example to set a transmission suppression range based on the
information on the ranking (β = 0.5).

li = v̂i − β(v̂i − v̂Notify
i+1 ). (4.5)

For special cases, we assume u1 = ∞ and lk = V ′
min, where V ′

min corresponds to
the k-th observation value of the previous top-k set. Here, β is a parameter that
controls the accuracy of the collected top-k set. Note that, when β = 0, OTC-Wu
is reduced to the scheme proposed in [81], in which the authors attempt to grasp
the exact top-k set exploiting temporal correlation. Hereafter, this thesis calls the
scheme in [81] as EXACT–Wu. If li becomes lower than V ′

min, li is rounded to
V ′
min. If vi is located within the transmission suppression range of a TM-node i,

i.e., if it satisfies the condition on (li ≤ vi ≤ ui), it suppresses to wake up. On
the other hand, the TM-node that does not satisfy the above condition wakes up
and transmits its current observation value vi to the sink. Fig. 4.2 is an example
of β = 0.5 in eqs. (4.4) and (4.5), where the current observed value of TM-node
i, depicted by the triangular mark, violates its transmission suppression range.
Therefore, TM-node i is required to wake up and transmit data to the sink in an
adequate timing. The timing for data transmission is determined based on the
received frame length, which will be described below.

Sharing the previous top-k ranking information with the wake-up re-
ceiver

As described in Sec. 4.4.2, the sink needs to convey the information on previous
top-k set by using the length of frame toward the wake-up receiver. To this end,
the mapping between the length of frame and observed values is necessary, which
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Figure 4.3: An example of dynamic quantization and mapping in accordance with
the distribution of top-k set.

is a similar operation to CoWu. Here, we need to newly design a mapping rule
between the frame length and observed value for ranking notifications, which aims
at alleviating quantization error.

In order to utilize the limited number of quantization levels Imax for the map-
ping between the observations and the frame length effectively, the quantization
is conducted only in the range for the ranking notification (i.e., where the obser-
vation values of TM-nodes exist). Here, the restriction for the value of Imax comes
from constraints on the range and resolution of wake-up frame length, specified by
considering the standard IEEE 802.15.4g [4]. Fig. 4.3 shows a specific example of
the r-th round, where N = 10 and k = 3. The range of [Vmin, Vmax] depicted in the
blue arrow shows the range of value that each sensor can observe and the window
of green square shows the range corresponding to the top-k set in the (r − 1)-th
round. The specific process is shown below.

• STEP 1: The sink derives the range of [V ′
min, V

′
max], to which the first and

k-th ranked data belong based on the results of the previous round of query.
Next, based on the mapping rule explained in Sec. 3.2.1, the interval of V ′

min

and V ′
max, denoted qvk and qv1 , respectively, are derived. Then, the sink

first transmits PoMoSg, followed by the transmissions of frame with length
corresponding to qv1 and qvk .

• STEP 2: The sink divides the range of [V ′
min, V

′
max] by w, whose divided range

is defined as abstract region in this thesis, and allocates unique number j
from V ′

max (j ∈ 1, 2, . . ., w), which corresponds to the area marked by the
dotted arrow in Fig. 4.3. Here, the event that some nodes exist in an abstract
region j is expressed as bj = 1, and otherwise bj = 0, which respectively
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corresponds to the abstract region {1, 2, 4}, and {3} in Fig. 4.3. Then,
the sink generates a binary number s2 = b1b2. . .bw, which is converted into
the decimal number s10. Finally, the sink transmits a frame whose length
corresponds to Tmin+Tstep ∗s10 as a rule for quantization. For a special case,
when the sink does not apply this quantization, s10 is set to be 0. Note that,
due to the constraint of applicable quantization level, w is required to be
chosen carefully. According to [4], we can apply about 960 different frame
length, which means that the maximum value of s10 (= 2w) should be below
960. Thus, here, we apply w = 9.

• STEP 3: The sink allocates quantization levels to the only abstract regions
where nodes exist, i.e., to the region j satisfying bj = 1. In the example of
Fig. 4.3, the sink allocates total quantization levels Imax = 12 only in the
abstract regions 1, 2, and 4.

Based on the mapping set in STEP 3, the sink transmits a series of frames with
their length corresponding to observation values in the previous top-k set in de-
creasing order toward wake-up receivers.

Each wake-up receiver, more precisely, the MCU attached to the wake-up re-
ceiver extracts the information of V ′

min, V
′
max and s2 from the received frame length,

and applies the notified mapping rule. Based on this rule and detected length of
frame, each wake-up receiver calculates the information on the ranking in the pre-
vious top-k set, and records it for future utilization. By detecting the length of
frame corresponding to the last reported value v̂i, the wake-up receiver grasps its
ranking in the previous round of query as i. We set the wake-up timing for TM-
node i, whose current reading violates its transmission suppression range, to the
time when it receives the frame length corresponding to the next ranking value,
i.e., (i + 1)-th value. Note that there can be a case where a frame length, say
Lx, is transmitted more than once when multiple observations belong to the same
quantization level. In this case, after receiving the frame Lx+1, which is longer
than Lx, all nodes whose last reported values correspond to Lx are controlled to
wake up and transmit data to the sink. If the sink fails to receive data from this
subset of nodes with the same quantization level, it transmits a wake-up request
again by using the frame length Tmin. Here, TM-nodes are controlled to wake
up and transmit data if they detect a frame with length Tmin during the ranking
notification.

4.4.3 Threshold-based Filtering Phase (TF-phase)

In this phase, leveraging CoWu, the sink attempts to grasp the information on
F-nodes that are likely to newly move into the current top-k set. The lower bound

67



4.4. PROPOSED SCHEME

of the current top-k set, τ ′, is estimated by the sink from the results of the previous
top-k set. Since F-nodes, which observe values within the transmission suppression
range from the first to k-th ranked values, are likely to become the elements of the
current top-k set, it is desirable for the sink to set the lower bound τ ′ = lk. The
sink first transmits CoMoSg in order to notify the employment of CoWu to the
wake-up receiver, followed by the transmission of CoWu signal with the threshold
τ ′. By this wake-up trial, only F-nodes, which observe values equal to or more
than τ ′, wake up and transmit data to the sink.

4.4.4 Validation Phase

Here, we define the F-nodes that observe values equal to or more than τ ′ and
transmit data in TF-phase as Join nodes and the TM-nodes that observe values
less than τ ′ as Leave nodes. The number of Join (Leave) nodes is denoted as |J |
(|L|).

Ordering Validation Phase (OV-phase)

In PF-phase and TF-phase, each sensor node reports its current observation value
to the sink only when it violates the transmission suppression range or exceeds a
threshold τ ′. If this reported value is within the transmission suppression range of
the other nodes, the sink needs to check the current observed value of these nodes
to clarify the ranking among all reported values. Fig. 4.4 shows an example of
collected data at the beginning of the OV-phase, where k = 3 and β = 0.5. This
example shows that sensor nodes A, B, and C, are included in the top-k set in
the (r − 1)-th round, and in the r-th round, the observation value of sensor node
B moves into the range of [l1, u1]. In this case, while the sink exactly knows the
information on sensor node B in the range of [l1, u1], it does not know the current
value of sensor node A. Therefore, the sink tries to clarify the ranking relationship
between sensor node A and B by collecting data from sensor node A with UCWu.
Here, let us denote the number of collected data whose values are more than li
as ci. Then, for β ≤ 0.5, in order to suppress wasteful wake-up, the sink only
transmits validation query for the nodes whose last reported value is larger than
lm. Here, the value of m is the minimum value satisfying cm ≥ k, and if such value
does not exist, m is set to be k. On the other hand, for β > 0.5, m is always set
to be k to prevent the increase of GF-distance.

Final Validation phase (FV-phase)

This phase is conducted only when |J | < |L|. Through the above phases, the
sink has grasped the ranking information of nodes that observe values equal to or
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Figure 4.5: An example of collected data at the beginning of the FV-phase.

larger than lk. On the other hand, the ranking of nodes that observe values less
than lk have not been determined. Therefore, the sink needs to transmit queries
for identifying the current top-k set. A specific example with k = 3 is shown in
Fig. 4.5. In Fig. 4.5, the Join node corresponds to sensor node D (|J | = 1), and
the Leave nodes correspond to the sensor nodes B and C (|L| = 2). In this setting,
the sensor node A and D are identified as the top-k set in the r-th round, while the
sensor node B, which owns the (|L| − |J |)-th value among the nodes, has not been
determined to be top-k set. This is because the sink does not have any knowledge
on F-nodes that observe values less than τ ′ (l3 in the example of Fig. 4.5) as this
range has not been explored with CoWu. In this case, the sink transmits a CoWu
signal whose threshold τCo corresponds to the value of sensor node B. By this
wake-up trial, the sensor nodes that observe the values in the range of [τCo, lk]
wake up and transmit data to the sink. In the example of Fig. 4.5, since none
of the F-nodes observe the values in the range of [τCo, l3], the sensor node B is
identified as an element of the current top-k set.
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4.5 Numerical Results

In this section, we show numerical results of average energy consumption and
accuracy of top-k set for different wake-up control. The parameters employed
in this evaluation are shown in Table 4.1. Here, average energy consumption
[J/round] and average GF-distance are respectively defined as the averaged amount
of total energy consumed by all nodes7 and averaged γD expressed in eq. (4.3) in
each round. In this evaluation, we neglect the power consumption of the wake-up
receiver since it is always switched on and its consumed energy is the same for
all wake-up control. The simulation model follows the system model described
in Sec. 5.1. The simulations are conducted by a custom-made simulator created
with Matlab. Furthermore, as shown in Table 4.1, we set the minimum length
employed for wake-up signaling to 10.80 ms (TPoMoSg = 10.80 ms), and prepare
the interval Tstep = 0.16 ms for different signals i.e., different mode control signal
and/or wake-up signal. These values are chosen according to the standard of IEEE
802.15.4g operating over 920 MHz frequency band [3]. The data size from 28 to 135
bytes are commonly employed for data transmissions over the considered standard
of IEEE 802.15.4g. In order to avoid interference between wake-up signals and
data transmissions, we use the length equal to or more than 135 bytes (which
corresponds to 10.80 ms in time) for wake-up signal and mode control signal8.
In addition, in order to avoid the errors in frame length detection, a sufficiently
large interval between different wake-up signals are required, which motivates us
to employ large Tstep. Here, Tstep of 2 bytes is employed to offer sufficient reliability
of frame length detection [4].

As reference schemes for comparison, we employ CDCoWu [4] and EXACT-Wu
[81]. In CDCoWu, the sink gradually reduces the threshold of CoWu by CDstep

from Vmax−CDstep until the number of collected values reaches k. This process of
wake-up and data collections is conducted for every round of top-k query, which
means that CDCoWu does not exploit the temporal correlation of observation
values. Here, CDstep is set to be a minimum possible value in order to suppress
the effect of congestion [4]. On the other hand, in EXACT-Wu, the sink exploits
the temporal correlation of observation values and attempts to collect data from
the nodes whose observation values are varied from the previous round [81].

7For calculating average energy consumption, only overall energy consumption of each node,
which includes energy consumed at circuit electronics and power amplification, is required.
Therefore, we do not separately specify power consumption for circuit electronics and power
amplification, but only specify the overall power consumption of each node in Table 4.1.

8We have confirmed that the variation of values of mode control signals does not give signifi-
cant impact on the obtained simulation results.

70



4.5. NUMERICAL RESULTS

Table 4.1: Parameters employed for computer simulations.

Parameters Values

Data transmission rate 100 kbps [3]
Access Control CSMA/CA [3]

Maximum number of back-offs 4 [61]
macMinBE 3 [61]
macMaxBE 5 [61]

Maximum number of retransmission 3 [61]
Size of transmitted packet 10 bytes

TPoMoSg 10.80 ms
TUCMoSg 10.96 ms
TCoMoSg 11.12 ms

Minimum frame length for wake-up signals Tmin 11.28 ms
Step to change wake-up frame length Tstep 0.16 msec [3]

wake-up frame length for UCWu Tmin + j×Tstep

(j: ID number)
[Vmin, Vmax] [0, 50]

CDstep 0.1953
k 10

Number of Nodes 100
Power consumption in Transmit state 55 mW [4]
Power consumption in Receive state 50 mW [4]

Number of simulations 1000
Number of rounds 100

4.5.1 Trade-off Between Average Energy Consumption and
GF-distance through β

Fig. 4.6 shows average energy consumption and GF-distance of OTC-Wu against
β in eqs. (4.4) and (4.5), where σAR = 0.1 and σDOV = 2.85 [71]. From this
figure, we can first see that there is a trade-off between these two metrics through
β. The reduction of average energy consumption with the increase of β is mainly
due to the decreasing energy consumption at PF-phase, which is caused by more
suppressions of wake-up and transmissions of TM-nodes. On the other hand,
average GF-distance monotonically increases after β exceeds 0.5. This is because
the transmissions of TM-nodes are suppressed even with the large variation of
observation values, which causes the ranking variation undetected by the sink.
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Figure 4.6: Average energy consumption and GF-distance of OTC-Wu against β.

From these results, we can say that OTC-Wu can control the gain of energy saving
and the level of accuracy by the parameter β, which is a desired feature of the
approximate top-k query. Finally, from Fig. 4.6, we can emphasize that, for β <
0.5, OTC-Wu achieves large energy saving while keeping the high accuracy of
ranking and elements of top-k set.

4.5.2 Comparison of Different Wake-up Control

Fig. 4.7 shows average energy consumption of different wake-up control against the
degree of temporal correlation σAR, where β = 0.5 and σDOV = 2.85. From Fig. 4.7,
we can first see that average energy consumption of CDCoWu decreases as σAR

increases. This is because, as a result of variations of observation values over time,
the deviation of observation values becomes smaller as round passes, which reduces
the number of waking up nodes for each wake-up trial and causes the reduction of
congestion level. On the other hand, EXACT-Wu, which exploits the correlation
of top-k results between consecutive rounds, can identify the current top-k set by
waking up a smaller number of nodes than CDCoWu, leading to smaller energy
consumption for higher degree of correlation. However, when σAR exceeds a certain
value, the performance of EXACT-Wu becomes worse than that of CDCoWu. As
the value of σAR increases, the variation of top-k set from the previous round
becomes larger, which means many TM-nodes (F-nodes) are likely to leave (join)
the top-k set. Thus, EXACT-Wu collects data from the nodes that do not belong
to the current top-k set, which leads to higher energy consumption of sensor nodes.
Finally, we can see that OTC-Wu achieves smaller energy consumption than any
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other scheme when the degree of correlation is high. This is because OTC-Wu only
activates a subset of nodes contributing to the variation of the ranking, for which
each wake-up receiver sets an appropriate transmission suppression range based on
the top-k set in the previous round. When σAR exceeds 0.45, the average energy
consumption of OTC-Wu becomes larger than that of CDCoWu. As the value
of σAR increases, the correlation of observation values between rounds becomes
small. In this case, the variation of observation values between the consecutive
rounds tends to increase, by which the difference in terms of ranking and element
of top-k set between consecutive rounds becomes larger. Our OTC-Wu is designed
so that the sink and sensor nodes spend their resource to grasp these difference.
When σAR is large, the sink needs to activate many nodes by wake-up signaling in
order to collect the information on difference between consecutive rounds, i.e., the
difference of top-k set. Specifically, for larger σAR, the current readings of TM-
nodes are more likely to violate their transmission suppression range due to the
variation of observation value, which requires them to wake up and transmit data
to the sink in PF-phase, thereby consuming more energy. Likewise, the number
of activated F-nodes, whose current readings exceed the threshold τ ′ set in TF-
phase, increases. These F-nodes need to wake up and transmit data in TF-phase,
whose congestion level is assumed to be relatively high. Thus, with larger σAR,
more resource of energy need to be spent for OTC-Wu. On the other hand, in
CDCoWu, as mentioned above, the sink can collect the current top-k set only
by activating nodes around the top-k set with smaller congestion level even when
σAR increases. That is why the average energy consumption of OTC-Wu becomes
larger than that of CDCoWu with a larger σAR. Note that, as a special case
we have investigated the performance of CDCoWu, EXACT-Wu, and OTC-Wu,
when we generate the observation value of each node randomly for each round
according to the Gaussian distribution whose mean is set to be Vmin+Vmax

2
with

variance σ2
DOV , which corresponds to the case of σAR = ∞. With this evaluation,

we have obtained the average energy consumption of CDCoWu, ECACT-Wu, and
OTC-Wu as 0.00547, 0.875, and 0.869 [J/round], respectively. From this result, we
can conclude that our proposed OTC-Wu operates effectively in terms of average
energy consumption when σAR is relatively small, i.e., when there is sufficiently
large correlation for the sensing data between the consecutive rounds. The average
GF-distance and RMSE of OTC-Wu for the range of σAR in Fig. 4.7 are 4.35×10−6

and 0.22, respectively, while those of CDCoWu and EXACT-Wu are both 0. This
means that OTC-Wu realizes energy efficient top-k data collection while realizing
high accuracy of approximate top-k set.

Finally, Fig. 4.8 shows energy reduction ratio (1− EOTC

EEXACT
) against the deviation

of initial observation value, σDOV , where EOTC and EEXACT denote average energy
consumption of OTC-Wu and EXACT-Wu, respectively. Here, we set σAR = 0.1
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Figure 4.7: Average energy consumption of each wake-up control against the degree
of temporal correlation.

and β = 0.5. Fig. 4.8 shows that the energy reduction ratio becomes larger as
σDOV increases. In OTC-Wu, the transmission suppression range installed to each
node becomes larger when the difference of observation values in the top-k set
enlarges for larger σDOV . In this case, OTC-Wu can suppress many redundant
wake-ups of nodes that do not contribute to the ranking variation of the top-k set,
which achieves more energy-efficient operations than EXACT-Wu.

4.6 Feasibility Study of OTC-Wu with Experi-

ments

In this section, we show the results of the experiment using our prototype of
sensor node including wake-up receiver and discuss the practicality of OTC-Wu.
The experiments using the prototypes of sensor node including wake-up receiver
are only conducted in this chapter. As we will discuss below, the evaluation of
the practicality of OTC-Wu is important because it requires much more complex
operations at low-power wake-up receivers than the other schemes proposed in this
thesis. Although we have confirmed the effectiveness of OTC-Wu with computer
simulations, the practical complexity of applying OTC-Wu is unknown.
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Figure 4.8: Energy reduction ratio against σDOV .

4.6.1 Experimental Model

In order to investigate the practicality of our proposed scheme, we conduct an ex-
periment using our prototype of sensor node including a wake-up receiver. Here,
MCU used for our wake-up receiver is an off-the-shelf component of Renesas
RL78/G12 [82]. In [3], the implementation of IDWu has been conducted for our
prototype of sensor node with wake-up receiver, and its practicality has been con-
firmed. The wake-up receiver employing IDWu only has a single operation, in
which MCU checks whether the received frame length matches with the predeter-
mined length corresponding to its ID. On the other hand, our proposed OTC-Wu
requires the wake-up receiver to perform additional operations, such as the de-
cision on mapping rule, dynamic allocation of a quantization level, extraction of
previous top-k set, setting of a transmission suppression range, and so on, besides
the simple operation of wake-up process. To the best of our knowledge, there is
no work that reports the feasibility of the above operations with wake-up receiver.

The experiment is conducted in a shield room to avoid the effect of interference
from other radio equipment. Fig. 4.9 shows the detailed experimental setup. As
shown in Fig. 4.9, we prepare a pair of sink and sensor node equipped with a wake-
up receiver. The sensor node is assumed to be TM-node whose previous ranking
is i, and its current observation value is manually assigned. Here, we assign the
previous values of (i − 1)-th, i-th, and (i + 1)-th nodes to 23.5, 21.45, and 19.95
respectively, and the current observation value of TM-node is set to be 23.7. In this
experiment, the sink transmits six frames, each of which plays different role, over a
channel in 920 MHz frequency band following the standard of IEEE 802.15.4g. The
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Figure 4.9: Experimental setup with its network feature.

sensor node transmits data following CSMA/CA specified by IEEE 802.15.4. The
transmitted data are modulated by Binary Frequency Shift Keying (BFSK) over
a channel in 920 MHz frequency band, whose transmission power is 20 mW, with
its data transmission rate set to 100 kbps. The sink notifies the range of the top-k
set in the previous round with the first two frames. Based on these frames, the
wake-up receiver sets its new range for the mapping. Following this, the mapping
rule regarding dynamic quantization level (i.e., s10) is transmitted with a single
frame. Lastly, three frames for notifying the ranking, each of which corresponds
to the observation value of (i − 1)-th, i-th, and (i + 1)-th ranks, respectively, are
transmitted. The wake-up receiver extracts its ranking and the information on the
last reported values of the adjacent ranks from the received frame length. Then, it
sets the transmission suppression range, compares it with the current reading, and
activates the main radio of sensor node if the current observation value violates
its current suppression range. The frame length transmitted by the sink are 5.84,
6.32, 6.64, 5.68, 7.28 and 8.08 ms. Here, Tmin and Tstep are set to be 4.88 ms and
0.16 ms, respectively, and w is assumed to be 4. We also assume [Vmin, Vmax] =
[0, 30] and Imax = 30.
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4.6.2 Experimental Results

Evaluation of practicality of our proposed scheme

We checked the snapshot of output of an oscilloscope observing the envelope of
radio signals over the operating channel in 920 MHz band [5]. In this evaluation,
we observed six frames transmitted by the sink, followed by the data transmitted
by the activated TM-node, whose current reading is set to the outside of trans-
mission suppression range according to the operation of the proposed OTC-Wu.
This data transmission of TM-node (whose ranking is i) indicates that the wake-
up receiver can successfully extract information on the mapping rule and set a
transmission suppression range based on the detected frame length. Therefore, we
can conclude that OTC-Wu is practical to be implemented for WSNs employing
wake-up receivers.

Impact of Tstep

Under the practical environments involving unreliable wireless channel, the re-
ceived frame length at the wake-up receiver can differ from the one transmitted
by the sink, which causes the wake-up receiver to falsely wake up its main radio
(false positive) or ignore it when it is actually needed (false negative). These fail-
ures can be avoided if we set a large interval between different frame length used
for the mapping, i.e., by employing large Tstep. This motivates us to evaluate the
impact of Tstep on the wake-up success ratio, which is defined as the number of
successful wake-ups to that of wake-up trials. Here, we employ UCWu and vary
the value of Tstep from 1 byte to 4 bytes. The basic experimental setting is the
same as Sec. 4.6.1. The experiment is conducted 10 times for each Tstep. Fig. 4.10
shows wake-up success ratio against different value of Tstep. From this figure, we
can see that the wake-up success ratio improves as Tstep becomes larger, which
reaches 100% of wake-up success ratio at the step of 2 bytes. This indicates that,
if we employ Tstep equal to or larger than 2 bytes, the sink can reliably convey
the wake-up signal toward the wake-up receiver. Note that, though larger Tstep

increases the wake-up success ratio, it sacrifices the granularity of mapping (i.e., it
reduces the maximum number of quantization intervals), since there is a restriction
for available range of frame length, e.g., specified by the standard IEEE 802.15.4g.
Therefore, it is reasonable to set Tstep to 2 bytes, which validates the parameter
used in our simulation.

Comparison in terms of wake-up response time

As mentioned above, in general, the computational power of MCU installed into
the wake-up receiver is limited to realize its low power operation. Therefore,
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Figure 4.10: wake-up success ratio against different values of Tstep.

OTC-Wu can cause large wake-up delay due to high computational complexity,
which gives us a motivation to compare Wake-up Response Time (WRT) among
different wake-up control. Here, WRT is defined as the time from completing the
reception of the last frame length at the wake-up receiver to the time when data
transmission is started by a main radio after its activation. We only compare the
WRT of a TM-node of OTC-Wu with that of EXACT-Wu and the WRT of a
node that is supposed to be included in the current top-k set of CDCoWu. This
is because the computational complexity of the wake-up receiver required by the
operation of the PF-phase is considered to be high. The basic experimental setting
for OTC-Wu is the same as Sec. 4.6.1. In EXACT-Wu [81], the sink checks the
variation of observation value of TM-node by transmitting UCWu. Therefore, we
evaluate WRT when we employ UCWu at the wake-up receiver. On the other hand,
CDCoWu [4], as described in Sec. 4.5, does not exploit the temporal correlation of
observation values. Thus, we focus on a node, whose observation value is included
in the current top-k set, and we evaluate the WRT when the sink employs CoWu.
Table 4.2 shows the results on WRT for these wake-up control. As expected, WRT
of OTC-Wu is slightly larger than those of EXACT-Wu and CDCoWu. However,
the maximum difference is 10 ms, which corresponds to the increase in terms of
WRT by about 3%, which is marginal. From these results, we can conclude that
our proposed OTC-Wu is practical enough to be implemented in low-complexity
receivers.
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Table 4.2: Measured WRT for each wake-up control.

wake-up control WRT ms
CDCoWu 340

EXACT-Wu 340
OTC-Wu 350

4.7 Summary

This chapter proposed OTC-Wu for periodical top-k ranking query, exploiting
temporal correlation. With numerical evaluations, we revealed that OTC-Wu
could control the trade-off between top-k ranking accuracy and energy efficiency
by appropriately selecting the transmission suppression range β. In addition, we
confirmed that it could grasp the approximate top-k set high energy efficiency
while achieving higher ranking accuracy than CDCoWu and EXACT-Wu, espe-
cially when the degree of temporal correlation is high. Furthermore, we confirmed
the practicality of our proposed scheme with experiments. In the next chapter, we
will apply CoWu in the environment where observed data have spatial correlation
and will clarify the wake-up control suited for the identification of multiple emis-
sion sources in terms of energy-efficiency and identification accuracy of emission
sources.
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Chapter 5

Wake-up Control for Identifying
Multiple Emission Sources of
Spatially Correlated Observations

This chapter focuses on the nature of spatial correlation of observed data in WSNs.
Specifically, we focus on the identification of multiple emission sources and clarify
the wake-up control that realizes high identification accuracy and high energy
efficiency9.

5.1 System Model

In this study, we consider a scenario where the sink conducts identification of
multiple emission sources of sensing observations through wake-up control and
collections of sensing data. We denote the number of sensor nodes as N and the
size of sensing area as lSA [m] × lSA [m]. We assume that the number of emission
sources, denoted as Np, is more than 1, which is unknown for the sink. We model
the observation value of each position (x, y) as a function f(x, y) by adopting the
Gaussian mixture [45][83] as shown in Fig. 5.1. Specifically, the observation at a
location (x, y) is expressed as follows:

f(x, y) =

Np∑
i=1

exp{
(x− µi

x)
2
+ (y − µi

y)
2

σ2
i

}ri, (5.1)

where (µi
x, µi

y), σ2
i and ri denote the coordinates of positions, covariance and

observation value at the position of the i-th source of sensing data, respectively.

9The content of this chapter will appear in [6].
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Figure 5.1: An overview of model of observation values (N = 10, Np = 2).

We assume that each sensor node installs a wake-up receiver. The sink trans-
mits a wake-up signal to collect data from the nodes in a sleep state, in which
a primary radio is turned off. After detecting the wake-up signal at the wake-
up receiver, each node wakes up (i.e., turns on its primary radio) and transmits
data to the sink following CSMA/CA protocol defined in IEEE 802.15.4 [61]. A
sensor node that succeeds in data transmission, i.e., if it receives an ACK from
the sink, transits back to the sleep state, and it is controlled not to wake up for
a certain period of time. Furthermore, all nodes including the sink are assumed
to be located within communication/wake-up/carrier-sensing range of each other.
For simplicity, we assume a collision channel, in which packets are assumed to be
lost only due to collisions.

5.2 Identification Method for Multiple Emission

Sources

In this work, we take an approach to regard the observed value at each position
as a pixel value of the gray-scale image, which is used to identify the information
of multiple sources. To this end, we consider two types of identification methods:
Local Maxima (LM) based approach (c.f. Sec. 5.2.1) and CNN based approach
(c.f. Sec. 5.2.2). Note that the gray-scale image constructed by data collected from
sensor nodes is “sporadic” in a sense that only locations with sensors deployed have
their pixel values.
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5.2.1 LM-based Approach

When the distance between emission sources is large, the position of source is
likely to approach to the peak point (local maxima) over the 2-dimensional field
shown in Fig. 5.1. Therefore, it is reasonable to use LM-based approach as an
identification method, in which the sink regards the local maxima point over the
2-dimensional space as the position of sources. This approach consists of two
steps. First, as step 1, the sink increases the resolution of sporadic gray-scale
image generated by the data collected from sensor nodes by using an interpolation
method. Then, in step 2, the sink outputs the local maxima of two dimensional
interpolated data. As an interpolation method, we resort to the linear or cubic
interpolation, whose performance will be evaluated in Sec. 5.4.2. The condition
for a pixel to be a local maxima is to own the value of pixel, which is equal to
or more than its neighboring pixels. In this thesis, we define the connectivity of
pixels as an 8-connected neighbor, i.e., the 8 pixels surrounding a target pixel are
regarded as a neighbor.

5.2.2 CNN-based Approach

In order to identify multiple emission sources, it is sufficient for the sink to identify
whether each source exists in a certain point of an image (a sensing area) given the
set of observations of sensor nodes. In other words, the objective is for the sink to
choose a plausible combination of sources that gives the input data of observations.
This is a classification problem that is widely considered in the field of machine
learning. In this study, we consider an approach using CNN in particular, where
the sink inputs the collected observations as a gray-scale image into the trained
classifier. The classifier estimates and outputs the multiple sources of sensing
observations as a label. Note that CNN has been applied for the method of source
detection, such as estimation of a position of transmitting node based on Received
Signal Strength Indicator (RSSI) value observed by sensor nodes [84], point source
detection in astronomy [85], and so on.

Design of CNN

CNN is a type of supervised learning, which mainly has strength in the feature
extraction within an image, and is widely used in object classification such as
You Only Look Once (YOLO) [86]. In this study, we design the simplest CNN
with three layers, which is shown in Fig. 5.2. In this work, we assume 10 × 10
matrix as input data. A pixel value of each image takes the integer with the range
of [0, 255] corresponding to the observed data of each location. The features of
this input data are extracted in the convolution layer. In this study, we set the
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Figure 5.2: CNN model adapted in our study.

filter size used in the convolution layer to 5 × 5, and the number of filters to 20.
The activation function is applied to the value after convolution in the Rectified
Linear Unit Layer, which outputs a linear value when the input value exceeds 0
and otherwise returns 0. Then, unbiased feature extraction and downsampling are
performed in the pooling layer. Here, max-pooling, which outputs the maximum
value in each area, is used, and the size of the stride is set to be 2. Then, it is
connected to the Fully Connected Layer, where the output, whose size corresponds
to the total number of labels, is obtained. Finally, the value normalized by the
softmax layer is output. Then, as a result of the classification, the positions of
sources of sensing observations are estimated as a label.

Preparing a dataset for the learning

In order to accurately estimate the positions of observation sources, it is necessary
to prepare all possible answers (i.e., all patterns of sources) as the input data.
However, learning with all data prepared are complex because it requires a massive
amount of calculation time. Therefore, for simplicity, we only consider 100 types of
possible labels in this study. In each label, we choose the number of sources Np from
the range of [2, 5] and the position coordinates (xi, yi) on the 2-dimensional plane
of the source i (i ≤ Np) from the range of [0, 100] based on uniform distribution,
respectively. Here, we synthetically generate 100 types of gray-scale images for
each label. Specifically, the observation values of position (x, y) for each label are
generated based on eq. (5.1), where the covariance σ2

i and the data value ri of
the position (xi, yi) are respectively chosen from the range of [25, 100] and [25,
40] based on uniform distribution. Then, 70% of the created data set is allocated
to training data, and the rest of 30% is set to be the test data. In addition, the
maximum number of epochs and the initial learning rate are set to be 20 and
10−4, respectively, and the stochastic gradient descent with the moment is used
for updating the network weight.
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Figure 5.3: Operations of each wake-up control (N = 9, Np = 2).

5.3 Selection of Nodes to Activate with Wake-up

Control

This chapter aims to clarify the energy-efficient wake-up control to selectively acti-
vate sensor nodes suited for the identification of emission sources of sensing obser-
vations. To this end, we introduce two types of selection methods (c.f. Sec. 5.3.1
and Sec. 5.3.2), in which we apply two types of conventional wake-up control:
UCWu and CoWu. The sink collects a subset of data within a network by apply-
ing these wake-up control, which we call “sampling” in this thesis. Hereafter, the
number of collected data by sampling is denoted as Ns.

Below, we will explain each sampling method by using examples given in
Fig. 5.3. In Fig. 5.3, there are 9 sensor nodes {a, b, c, d, e, f, g, h, i} (N = 9),
two emission sources {s1, s2} (Np = 2) with Ns = 4. In Fig. 5.3 –(a) and (b),
the left figure shows the observation value corresponding to each position, while
the right figure shows the node arrangement in the 2-dimensional sensing area and
sampling examples of each method.
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5.3.1 UCWu based Random Sampling (UCWu-RS)

With UCWu-Random Sampling (RS), the sink applies UCWu to collect data from
nodes with their IDs randomly selected, in which a single sensor node is activated
in turn without any congestion to be resolved. Fig. 5.3-(a) shows an example where
the sink randomly samples four different data {a, f, g, i} in the sensing area. In
UCWu-RS, as shown on the left side of Fig. 5.3-(a), the sink randomly collects
data regardless of the distribution of observed values. Therefore, while UCWu-
RS is able to collect data uniformly both over the observation value and over the
sensing area, it can miss some important data to identify the emission sources,
e.g., large values close to each emission source. In UCWu-RS, the sink uses 2D
linear interpolation to reconstruct the sensing field, which is reasonable because
the sink has data uniformly spread in a sensing field.

5.3.2 CountDown Content-based Wake-up

As described in Sec. 5.3.2, in CDCoWu, the sink gradually reduces the threshold
of CoWu by CDstep. The sink finishes to collect data if the size of collected set
reaches ns, i.e., we set k = ns. As we have seen through Chap. 3, in CDCoWu,
the nodes that wake up simultaneously need to contend the channel, which causes
congestions to be resolved by activated nodes, by which energy consumption of
nodes becomes higher. However, by applying CDCoWu, the sink can grasp the
information close to the local maxima (peak) of observations, which are likely to
be located around the emission sources. Fig. 5.3-(b) shows an example, where
the sink collects data from 4 nodes {a, b, d, f} that observe higher values. In this
example, we can see that the sink can grasp the information on local maxima
around s1 by collecting data from nodes {a, b, d}.

5.4 Numerical Evaluation

5.4.1 Simulation Model

In this evaluation, we divide a sensing area of 100 [m] × 100 [m] into grids with
their intervals of 10 [m] × 10 [m], where each sensor node is deployed at the center
of each grid, which results in N = 100. The positions of emission sources are
generated as explained in Sec. 5.2.2, where ri and σ2

i , are randomly generated from
the range of [25, 40] and [25, 100] respectively. Note that, these generated data are
not used for training of the classifier described in Sec. 5.2.2. We have prepared 100
types of labels and conducted 100 simulations for each, i.e., we conducted 10,000
simulations. The values of the other parameters for numerical evaluations are
shown in Table 5.1. Here, we assume that the sink employs signaling, exploiting

85



5.4. NUMERICAL EVALUATION

Table 5.1: Parameters employed for computer simulations.

Parameters Values

Data transmission rate 100 kbps
Access Control CSMA/CA

Maximum number of back-offs 4
macMinBE 3
macMaxBE 5

Maximum number of retransmission 3
Range of observed values of a sensor node [0, 50]

CDstep 0.1953
Size of transmitted packet 10 bytes

Power consumption in Transmit state 55 mW
Power consumption in Receive state 50 mW
Minimum wake-up frame length [4] 10.80 ms
Interval of wake-up frame length [4] 0.16 ms

UCWu signal [4] 10.80 + i× 0.16 ms
(i: node ID)

CoWu signal [4] 10.80 + j × 0.16 ms
(j: quantization interval)

the length of the frame [4], in which we prepare different frame lengths for mapping
the different IDs in UCWu and observations in CoWu as shown in Table 5.1.

5.4.2 Comparison of Different Identification Methods

In this thesis, we introduce two metrics to evaluate the identification accuracy of
each method described in Sec. 5.2: capture rate ω and travel cost τc. The capture
rate is defined as a ratio of the number of trials where all emission sources are
correctly detected (captured) against the number of total trials. The condition for
capturing the emission source is that at least one estimation point exists within
a cycle of radius of τ [m] with its center located at each emission source. If all
emission sources are not captured, its trial is considered as failed. On the other
hand, travel cost is defined as an averaged length to move from a base point to
the estimated positions of different sources under the condition that all emission
sources are correctly captured. In this study, we assume that a user moves from
a specific base point (xb, yb) to the estimated position of each source to confirm
the presence or absence of emission gas outflow, and conduct some actions against
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the source if necessary. Here, finding the optimal travel route, i.e., considering the
cost of travel between different emission sources is out of the scope of this thesis.
Therefore, this thesis assumes that a user returns to the base point after each
travel to the estimated position and evaluates the total travel distance as travel
cost without considering the cost required for each action. The smaller the travel
cost is, the better the estimation accuracy is. If the number of sources estimated
by the sink node is simply increased in comparison to the actual number of sources,
the capture rate ω increases. On the other hand, the larger number of estimated
sources leads to the increase of the travel cost τc, which is not desirable considering
the practical applications. Therefore, in addition to the capture rate of emission
sources, travel cost is introduced to evaluate the accuracy in terms of the number
and location of estimated positions. We first evaluate two types of identification
methods described in Sec. 5.2 when the sink collects data from all sensor nodes.
The base position (xb, yb) for calculating travel cost is set to [0, 0] and τ = 10

√
2.

We prepare two types of label sets considering different situations of source density
as described below:

• Label set 1: Np is selected from [2, 5], in which the distances among different
sources are relatively large.

• Label set 2: Np is selected from [5, 10], which corresponds to the case where
the sources are densely located.

Table 5.2 shows the simulation results. From Table 5.2, first, we can see that,
the capture rates of LM methods are decreased as Np increases. As Np becomes
large, the probability that the emission sources are located within proximity in-
creases, by which the local maxima in 2D field deviates from the position of emis-
sion source. In this case, the LM based approach cannot give the correct answer.
By comparing the results of different interpolation methods in the LM based ap-
proach, we can see that the cubic interpolation achieves higher capture rate than
the linear interpolation. However, we can clearly see that this requires us to accept
much higher travel cost caused by many false positive. On the other hand, we can
see that the travel cost of LM method with linear interpolation is much smaller
than the other schemes. This is simply because, it cannot distinguish the different
sources located nearby, i.e., there are many false negative, thereby causing lower
capture rate.

Finally, we can see that CNN realizes both higher capture rate and smaller
travel cost than those of LM methods. With prior learning, CNN can select the
correct label with high probability, which enables the sink to grasp all the in-
formation on emission sources correctly. From these results, we can confirm the
effectiveness of CNN in terms of the identification accuracy of multiple emission
sources of sensing data.
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Table 5.2: Estimation accuracy of multiple sources of sensing data using trained
labels.

Identification method ω (Np ∈ [2, 5]) τc (Np ∈ [2, 5]) ω (Np ∈ [5, 10]) τc (Np ∈ [5, 10])
LM-based 0.830 2.18× 102 [m] 0.470 4.15× 102 [m]

(Linear interpolation)
LM-based 0.857 2.34× 103 [m] 0.488 1.61× 103 [m]

(Cubic interpolation)
CNN 0.993 2.67× 102 [m] 0.995 5.71× 102 [m]

5.4.3 Comparison of Different Wake-up Control

In this section, we evaluate the identification accuracy of different sampling ap-
proaches employing wake-up control described in Sec. 5.3. Here, we adopt CNN
as an identification method based on the results shown in Sec. 5.4.2, and will clar-
ify the wake-up control suited for the identification of multiple emission sources,
in terms of the estimation accuracy and the total energy consumption of sensor
nodes. We are interested in how much the accuracy would be improved by an ad-
ditional number of Ns with different node selection scheme. Therefore, hereafter,
we define accuracy as the ratio of the number of trials where the estimated label
by CNN is correct against the number of total trials. On the other hand, total
energy consumption is defined as the total amount of energy consumed during the
data collection exploiting each wake-up control described in Sec. 5.3. Note that
the energy consumption of sensor nodes becomes larger as Ns increases, as more
nodes wake up and transmit data by consuming the energy.

Fig. 5.4 shows the simulation results of the achieved set of total energy con-
sumption and the estimated accuracy for UCWu-RS and CDCoWu. First, from
this figure, we can see that, as an overall tendency, the estimation accuracy is
increased with larger energy consumption caused by more number of sampling.
Thus, we can say that increasing the number of collected data leads to the im-
proved accuracy. In UCWu-RS, the sink collects data uniformly over space, not
considering the importance of data. Thus, its accuracy monotonically increases
with more number of sampling nodes at the cost of consumed energy.

Next, we can see that CDCoWu achieves higher accuracy with smaller energy
consumption, i.e., with a fewer Ns. For example, with an energy of 0.005 [J], the
accuracy reaches 0.65 using CDCoWu, at least six times higher than UCWu-RS.
This is because CDCoWu enables the sink to grasp the rough information on the
positions of emission sources, by which the classifier of CNN can choose the correct
label with a higher probability. We can also see the difference in characteristics
between CDCoWu and UCWu-RS. The accuracy of CDCoWu largely increases
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Figure 5.4: The achieved set of energy consumption and accuracy for different
types of wake-up control.

at first with the additional samples of data. However, the increasing rate gradu-
ally becomes smaller against the increase of energy, which means that additional
data samples obtained by CDCoWu are not necessarily beneficial to improve the
accuracy after a certain number of data are collected. In order to realize larger
accuracy with CDCoWu, the sink needs to collect a larger sample Ns by reducing
the threshold of CoWu to small values. In this case, the effect of the conges-
tion becomes severe as many nodes observing lower values located far from the
position of sources wake up simultaneously, which increases total energy consump-
tion. However, we can clearly see that CDCoWu achieves high energy efficiency
and high estimation accuracy for most of the region compared with the results
of UCWu-RS. From these observations, we can conclude that, in order to realize
higher energy-efficiency and accuracy of identification of multiple emission sources
of sensing data, it is desirable for the sink to collect data by using CDCoWu.

5.5 Summary

This chapter focused on the identification of multiple emission sources in WSNs.
We investigated identification methods of multiple emission sources and clarified
that the approach using CNN achieves high estimation accuracy. In order to real-
ize energy-efficient data collection and high estimation accuracy, we investigated
the characteristics of different wake-up control with respect to the number of sam-
pling and clarified that CDCoWu achieves high accuracy with a smaller number
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of sampling because it can grasp the characteristics of emission sources. In the
next chapter, we will introduce CoWu to an IIoT scenario and investigate the
importance of timing of CoWu signal transmission with theoretical analysis.
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Chapter 6

Wake-up Control for Data
Collections by a Deadline

This chapter focuses on an IIoT scenario, in which the sink must collect informative
data by a deadline to send a command to the actuator. To this end, we apply
CoWu and clarify the importance of query transmission timing with theoretical
analysis10.

6.1 Introduction

Low-power WSNs are expected to play a key role in supporting novel IIoT [87]
applications, where the collected data may be used for real-time monitoring and
diagnostics, and to control actuators. To support these applications, it is crucial
for the sensor data to not only be available for the monitoring/control process
when needed, but also be timely, i.e., represent the current state of the system.
However, ensuring the timeliness of the data requires frequent transmissions, which
in turn increases the power consumption of the nodes. An attractive strategy
to ensure both timeliness and low power consumption is to operate in the pull-
based communication regime, in which the desired data is directly requested by
a sink node prior to a deadline, as opposed to being transmitted regularly by
the sensors [2]. In addition to ensuring that the data is transmitted only when
it is needed, this also allows the sink to request specific types of data, such as
values within a certain range, which further reduces the total number of sensor
transmissions and thus the power consumption of the WSN.

In this work, we propose a pull-based, timely communication scheme using
wake-up radio [3][11]. We focus on the case where the sink aims to collect sensor

10The content of this chapter will appear in [7].
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values within a certain range. To this end, we apply a CoWu strategy and char-
acterize the timing of the wake-up signal: sending it too early increases the risk
that the values will be outdated, i.e., no longer within the requested range, at the
deadline, while sending it too late may prevent some of the sensors from success-
fully transmitting their values before the deadline. This trade-off is illustrated in
Fig. 6.1(a) and 6.1(b), where the range [VL, VU ] is requested from the sensors ζT
time slots prior to the deadline, and the sink transmits the wake-up signal in an
early and late timing, respectively. Similarly, Fig. 6.1(c), illustrates an example
of how ζT influences the likelihood that an observed process taking values in the
interval [1, 7], remains in the requested range [4, 6] from the request time, ts, until
the deadline, T . We present a theoretical analysis considering a realistic MAC
protocol, evaluate the performance of CoWu with the baseline scheme, and clarify
the importance of the timing of the CoWu signaling and the performance of CoWu
as a function of the speed of the physical process.

6.2 System Model and Problem Definition

6.2.1 Scenario and Objective

We study a time-slotted scenario comprising a sink node and N sensor nodes
equipped with wake-up receivers. Each sensor observes an independent but iden-
tical, integer-valued physical process that takes values 1, 2, . . . ,M , and evolves
according to an M -state discrete-time, irreducible Markov process with transition
matrix Z. The time is indexed by the time slots, and we will denote the steady-
state distribution of the Markov process by π = {π1, π2, . . . , πM}. The process
dynamics, but not the instantaneous values, are assumed to be known by the sink
node.

The sink node receives sporadic requests, i.e., at unpredictable time instants,
to collect data from the sensor nodes, which must be gathered before a given
deadline T . The requests originate from an external entity, such as an actuator
or monitoring software. To facilitate our analysis, in this work, we will ignore
the time dependency between requests, i.e., we will assume that the time between
consecutive requests is sufficiently long to allow the physical processes to reach
steady-state conditions. We limit our focus to range queries, i.e., where the ac-
tuator requests sensor readings whose values are in the interval [VL, VU ] where
1 ≤ VL ≤ VU ≤ M .

The data is collected by the sink node by forwarding the range query to the
sensors using CoWu at time ts. As further elaborated in Sec. 6.2.2, the sensors
measuring values within the requested range sample and transmit their observa-
tions to the sink through a contention-based access protocol. Since the physical
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Figure 6.1: An example of data collection employing CoWu for data collections by
a deadline.

processes generally evolve between the sampling time and the deadline, we define
ζT = T − ts as the time interval between the sampling time and the deadline,
measured in time slots. The goal of the sink is to collect data that remains timely
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at the deadline. To this end, we define the accuracy, γ, as the probability that
the received sensor measurements are exactly the ones that are within the queried
range at the time of the deadline. Formally, denoting by T the subset of nodes
belonging to the interval [VL, VU ] at the deadline time T , and by S the subset of
nodes whose data have been successfully transmitted to the sink by time T , we
define the accuracy as

γ = Pr(T = S). (6.1)

Thus, the accuracy is one only if the received range set always coincides with the
true set at the deadline. Our aim is to characterize the trade-off between ζT and
γ.

6.2.2 CoWu Transmission Model

CoWu for the range query can be implemented by encoding the lower and upper
interval limits, VL and VU , into the duration of the wake-up signal [4]. Specifically,
the sink transmits first a wake-up signal of length proportional to the lower interval
limit, VL, and then transmits one proportional to the upper limit, VU . Each wake-
up receiver then checks whether its sensed value is within the range based on the
signal length extracted by non-coherent OOK detection, and, if so, activates its
main radio interface and transmits its observation; otherwise, it remains in a sleep
state, keeping the main radio off.

The primary radio, used by the nodes that observe data within the specified
range to transmit their observations to the sink, follows a p-persistent CSMA [4]
protocol. We assume that each transmission occupies L slots, and that the sink
transmits an error-free acknowledgment after each successful sensor transmission,
so that nodes return to sleep after a successful transmission. The p-persistent
model, in which each active node transmits in an idle slot with probability p and
stays silent with probability 1 − p, is an analytically tractable, yet good approx-
imation, of many practical CSMA protocols, such as the one used in the IEEE
802.15.4 standard [4][61][64]. For simplicity, we assume that all nodes, including
the sink, are located within each other’s communication/wake-up/carrier-sensing
range, i.e., there are no hidden terminals.

6.3 Analysis of CoWu

In this section, we derive the accuracy, γ, of the range query defined in eq. (6.1)
for a given value of ζT . In CoWu, the probability of a node waking up depends
on N , the distribution of physical process, and [VL, VU ]. Let Pw(Vth) denote the
probability of nodes waking up given the stationary distribution, π, and the CoWu
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threshold, Vth = [VL, VU ]. We then have

Pw(Vth) =

VU∑
i=VL

πi, (6.2)

and the probability that w nodes wake up follows a binomial distribution

Pd(w) =

(
N

w

)
Pw(Vth)

w(1− Pw(Vth))
N−w. (6.3)

To compute the distribution of the number of successful transmissions under
p-persistent CSMA, we construct a two-dimensional Markov chain indexed by the
current slot, in which the state represents the number of nodes that still need to
transmit and the number of slots elapsed since the start of the ongoing transmis-
sion. Specifically, conditioned on the number of active nodes w and knowing that
each transmission requires L slots, the state space is {(w, 0), (w, 1), . . . , (w,L −
1), (w − 1, 0), . . . , (1, L − 1), (0, 0)}, where state (n, l) represents the case where
n nodes have not completed their transmission, and the transmitting node(s) has
been transmitting for l slots.

The transition probabilities are defined as follows. When the state is (n, 0),
n = 1, 2, . . . , w, the channel is idle and one or more of the n remaining nodes can
initiate a transmission, causing a transition to state (n, 1). This happens with
probability 1 − (1 − p)n. On the other hand, if none of the nodes transmit, the
Markov chain remains in state (n, 0), which happens with probability (1 − p)n.
In states (n, l), l = 1, 2, . . . , L − 2, the channel is busy and L − l slots remain of
the current transmission, so the Markov chain transitions to state (n, l + 1) with
a probability 1. In state (n, L − 1), there are two cases depending on whether
one or multiple users were transmitting in the previous slots. If only one node
transmitted, the transmission is successful and the Markov chain transitions into
state (n− 1, 0). This happens with probability

Sn =
np(1− p)n−1

1− (1− p)n
, (6.4)

which is conditioned on the event that at least one node is transmitting. If more
than one user transmitted, which happens with probability 1−Sn, all transmissions
fail and the Markov chain returns to state (n, 0). Finally, state (0, 0) is an absorbing
state representing the event that all w active users have successfully transmitted
their measurement.

Using the Markov chain, we can obtain the distribution of the number of suc-
cessful transmissions by state evolution from the initial state distribution Φ(0) =
(1, 0, 0, . . . , 0) as

Φ(t+ 1) = Φ(t)R, (6.5)
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where R is (wL+ 1)× (wL+ 1) transition matrix containing the transition prob-
abilities defined above. The probability that ws out of the w active nodes succeed
by the deadline for a given ζT , denoted as Ps(ws, ζT ), is then

Ps(ws, ζT ) =

{
ϕ(0,0)(ζT ) if ws = w∑L−1

l=0 ϕ(w−ws,l)(ζT ) otherwise,
(6.6)

where ϕ(i,j)(ζT ) is the entry of Φ(ζT ) corresponding to state (i, j).
We can now derive the accuracy, defined as the probability that the set of

nodes from which the sink has received values coincides with the set of nodes
whose reading at the deadline, T , is in the requested interval [VL, VU ]. Let us
denote the state of the physical process at node i at time ts as vis and at the
deadline T as viT . In order for the sink to estimate the range set correctly at the
deadline T , all of the following three conditions must be satisfied:

• Cond. A: For the nodes that succeed in data transmission, (vis ∈ [VL, VU ]) ∧
(viT ∈ [VL, VU ]).

• Cond. B: For the nodes that wake up but fail their data transmission by the
deadline, (vis ∈ [VL, VU ]) ∧ (viT /∈ [VL, VU ]).

• Cond. C: For the nodes that do not wake up and transmit data, (vis /∈
[VL, VU ]) ∧ (viT /∈ [VL, VU ]).

Due to the symmetry of the physical processes, the probabilities of conditions A,
B, and C are the same for all users, and denoted as PA(ζT ), PB(ζT ) and PC(ζT ),
respectively. The probabilities are given as

PA(ζT ) =

∑
i∈[VL,VU ]

[
πi

∑
j∈[VL,VU ] [Z

ζT ]i,j

]
∑

s∈[VL,VU ] πs

, (6.7)

PB(ζT ) =

∑
i∈[VL,VU ]

[
πi

∑
j /∈[VL,VU ] [Z

ζT ]i,j

]
∑

s∈[VL,VU ] πs

, (6.8)

PC(ζT ) =

∑
i/∈[VL,VU ]

[
πi

∑
j /∈[VL,VU ] [Z

ζT ]i,j

]
∑

s/∈[VL,VU ] πs

, (6.9)

where [Z]i,j is the (i, j)-th entry of Z. Combining eqs. (6.3), (6.6), (6.7), (6.8),
and (6.9), the accuracy of CoWu for a given ζT and [VL, VU ] can be computed as

γCoWu(ζT ) =
N∑

w=0

w∑
ws=0

PA(ζT )
wsPB(ζT )

w−ws

× PC(ζT )
N−wPs(ws, ζT )Pd(w).

(6.10)
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6.4 Numerical Results

In this section, we evaluate the performance of CoWu and compare it to a round-
robin scheduling method. Throughout the evaluation, we assume that the physical
process follows a truncated birth-death process where the probability that the value
is incremented or decremented is q.

6.4.1 Baseline Scheme for Evaluation: Round-robin Schedul-
ing

In round-robin scheduling, the nodes transmit their measurements according to
a Time Division Multiple Access (TDMA)-like policy, whose transmission starts
exactly NL slots prior to the deadline, denoted as tsch, after detecting a wake-
up signal triggering all nodes at each wake-up receiver. The nodes sample and
transmit their measurements in order, i.e., node j = 0, 1, . . . , N − 1, samples and
transmits its measurement at tsch + jL.

Here, we derive the accuracy γ of round-robin scheduling for the range query.
The distribution of physical process during the sampling period is assumed to
be the stationary distribution, and sampled value evolves by the discrete Markov
chain model until the deadline. The value to be taken at the deadline T to estimate
the correct range-set at the sink depends on the value observed by each node in
each slot. In round-robin scheduling, accuracy is perfect only if all nodes satisfy
the following requirements:

• Cond. D: If vis ∈ [VL, VU ], then viT ∈ [VL, VU ]

• Cond. E: If vis /∈ [VL, VU ], then viT /∈ [VL, VU ].

Here, the probabilities of conditions D and E are denoted as PD(ζT ) and PE(ζT ),
respectively, and can be expressed as

PD(ζT ) =
∑

i∈[VL,VU ]

πi

∑
j∈[VL,VU ]

[ZζT ]i,j

 , (6.11)

PE(ζT ) =
∑

i/∈[VL,VU ]

πi

∑
j /∈[VL,VU ]

[ZζT ]i,j

 . (6.12)

The accuracy of round-robin scheduling is then computed as

γSch =
N∏
i=1

PD{(N − i+ 1)L}+ PE{(N − i+ 1)L}. (6.13)
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6.4.2 Comparison Between CoWu and Round-robin Schedul-
ing

Accuracy against ζT

Fig. 6.2 shows the accuracy of CoWu against ζT , where we set N = 100, M = 100,
[VL, VU ] = [94, 98], L = 10 and q = 0.0002. We also plot the upper bound of CoWu,
where we set Ps(ws, ζT ) = 1 for all ζT if ws = w, otherwise Ps(ws, ζT ) = 0, which
corresponds to the case where all active users succeed in the communication, and
the results of round-robin scheduling, whose accuracy does not depend on ζT . We
obtained the numerical results from the theoretical analysis presented in Sec. 6.3
and a Monte Carlo simulation over 104 transmission rounds. From this figure, we
can see that the results obtained with theoretical analysis coincide with simulation
results, which validates our analysis.

From this figure, we also see an optimal value in terms of accuracy. Let us
denote the optimal value of ζT as ζoptT . For ζT < ζoptT , we can see that the accuracy
becomes smaller as ζT decreases, because the number of nodes that fail their data
transmission by the deadline T increases. For ζT > ζoptT , most users complete their
transmission, but the sensed values become obsolete at the deadline, also leading
to a decreased accuracy. We also see that CoWu achieves a higher accuracy than
round-robin scheduling, provided that ζT is selected appropriately. This result
illustrates the importance of the timing of the wake-up signaling so as to maximize
the accuracy at the deadline. Finally, we can see that CoWu approaches the upper
bound as ζT becomes larger, which is because the error is dominated by obsolete
values at the deadline as opposed to collisions.

Accuracy against q

Next, we compare the accuracy of CoWu and round-robin scheduling against the
speed of the physical process, characterized by q. Furthermore, we study the
impact of imperfect knowledge about q. To this end, we denote the assumed
value of q by q̂, and use q̂ to optimize ζT in the CoWu scheme. Fig. 6.3 shows
the accuracy of CoWu and round-robin scheduling against the true value of q for
the same parameters as in Sec. 6.4.2. From the figure, we see that the accuracy
of both schemes decreases as q increases, as the data becomes obsolete at the
deadline. Next, we see that CoWu can realize higher accuracy than round-robin
scheduling across the entire considered range of q. In round-robin scheduling,
to realize reliable data transmission from all nodes by the deadline, some nodes
need to transmit data very early, and their measurements become obsolete at the
deadline. This penalty increases as q gets larger. On the other hand, in CoWu
only the subset of the nodes that observe values in the requested range at ts wake
up and transmit data. With the optimized transmission timing for the wake-
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Figure 6.2: Accuracy of CoWu against ζT .

up signal, each node can complete data collection by the deadline and convey
the timely data toward the sink, thereby obtaining a higher accuracy than with
round-robin scheduling.

Finally, we focus on the results of imperfect knowledge. When q̂ = 0.2× 10−3,
i.e., the assumed value is lower than the true q, we see that the accuracy deteri-
orates compared to the one with perfect knowledge as q increases, and thus the
difference between the assumed and true q becomes larger. The primary reason
for this is that for small q̂, the sink chooses a relatively large ζT , because the mea-
surements are unlikely to change before the deadline, and it is more important to
ensure that more sensor nodes successfully transmit their measurements. However,
because the true q is larger than q̂, the data collected at the deadline is likely to
be out of date, leading to poor accuracy. When q̂ = 4.2 × 10−3, i.e., larger than
the true q, we see that the accuracy is deteriorated when q is small. In that case,
the sink sets a small ζT to ensure that the received data is timely at the deadline
at the cost of a relatively high probability of transmission failures. This leads to
an accuracy that is smaller than the case with perfect knowledge of q. Note that,
despite this deterioration for the cases with imperfect knowledge, the accuracy of
CoWu is still higher than that of round-robin scheduling for most cases.

Energy consumption of nodes

Here, we compare the total energy consumption of CoWu and round-robin schedul-
ing by Monte Carlo simulation employing the same parameters as in Sec. 6.4.2,
running for 104 rounds. The power consumption of the transmitting and receiving
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Figure 6.3: Accuracy of CoWu and round-robin scheduling against q.

state is set to 55 mW and 50 mW, respectively [69], and the duration of each
time slot is defined as 320 µs [4]. We only consider the energy consumed by the
main radio and ignore the energy consumed by the wake-up receiver, as its power
consumption is normally much smaller than that of the main radio. Here, the total
energy consumption is defined as the total amount of energy consumed by sensor
nodes during the data collection period. We assume that the node activated by
a wake-up signal continues the attempt of data transmission until it succeeds in
data transmission. Thus, the value of total energy consumption only depends on
the [VL, VU ], not on the value of ζT . The numerical results show that the average
total energy consumption of round-robin scheduling is 1.76× 10−2 J, while that of
CoWu is 4.50× 10−3 J. CoWu can then reduce energy consumption by about 75%
against round-robin scheduling. This is achieved by the selective activation of the
specific nodes that have informative data, i.e., those in the interval [VL, VU ], while
all nodes are activated in round-robin scheduling regardless of the importance of
their data.

6.5 Summary

This chapter focused on a scenario, where the freshness for the collected data
and high energy efficiency are required for WSNs. To this end, we applied CoWu
and investigated the query timing considering the deadline for data collections.
By exploiting the statistical knowledge about the observed physical process, we
confirmed that the sink can maximize the accuracy of the query by transmitting
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a wake-up signal at an appropriate timing, and also confirmed the superiority of
CoWu to round-robin scheduling. In the next chapter, we will conclude this thesis.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis focused on wake-up radio technologies to improve the overall network
life time of WSNs. In order to solve the fundamental problem of conventional
IDWu, i.e., inefficiency regarding energy and frequency resource for data-oriented
communications, we proposed CoWu, in which the sink only activates nodes that
stores the desired data by wake-up signaling.

First, we focused on a single cycle of top-k query in on-demand WSNs and
proposed CDCoWu, in which the sink collects data only from the nodes belonging
to the top-k set. Specifically, we proposed N-CDCoWu for top-k node-set query
and V-CDCoWu for top-k value set query. N–CDCoWu (V–CDCoWu) realizes
top-k data collection from the view point of nodes (observed values) with low
delay and low power consumption by collecting higher values of data with higher
priority. In order to confirm the efficiency of our proposed scheme, we derived
theoretical equations of CDCoWu in terms of data collection delay and total energy
consumption, assuming p-persistent CSMA as a MAC protocol and we revealed
the following points:

• Data collection delay and total energy consumption of BCWu/UCWu cal-
culated based on theoretical equations assuming p-persistent CSMA coin-
cided with those of computer simulations. Furthermore, approximate analy-
sis of data collection delay and total energy consumption of CDCoWu using
MCMC, which is applied to solve the difficulty of exact calculation, agreed
with the computer simulation results. From these results, we confirmed the
validity of the derived equations and the approach of approximate analysis
for CDCoWu.

• Regarding IDWu (BCWu and UCWu) for a single cycle of top-k query, BCWu
is superior to UCWu in terms of data collection delay because BCWu can
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collect data with small wake-up overhead, while UCWu is superior to BCWu
in terms of total energy consumption because UCWu can collect data without
congestions.

• In CDCoWu, applying small CDstep realizes smaller energy consumption
while it increases data collection delay due to the wake-up overhead. On
the other hand, large CDstep in CDCoWu realizes lower data collection delay
by reducing the number of transmissions of wake-up signal, which, however,
increases total energy consumption due to the severe congestion. Therefore,
in order to reduce both data collection delay and total energy consumption,
we need to optimize CDstep.

• In data collection employing CDCoWu, the number of activated devices
changes according to the observed distribution of sensor nodes. Therefore,
it is necessary to optimize CDstep considering the distribution of observed
values in the sensing.

• Comparing N-CDCoWu and V-CDCoWu, V-CDCoWu requires more data
collection delay and total energy consumption than N-CDCoWu due to the
difference in the size of collected set. However, as the number of quantization
bits increases, the difference in the characteristics of both methods becomes
smaller.

• Obtained numerical results showed that the proposed CDCoWu outperforms
IDWu for a single cycle of top-k query in terms of data collection delay and
energy consumption for the maximum k-N ratio ranging from 0.1 to 0.5
when the number of sensor nodes is equal to or more than 20.

Then, we focused on the periodical top-k query in WSNs employing wake-up
receivers, in which users attempt to collect a top-k set with high ranking accuracy.
We proposed a wake-up control that exploits the temporal correlation of observed
data, in which we introduced a transmission suppression mechanism to suppress
wake-up and data transmission of nodes whose observed values do not contribute
to the change of the top-k set from the previous round. We investigated the effec-
tiveness and practicality of OTC-Wu with computer simulations and experiments
and confirmed the following points:

• By choosing the adequate transmission suppression range characterized by
the parameter of β, OTC-Wu can finely control trade-off between the accu-
racy and energy saving.

• Obtained numerical results showed that the proposed OTC–Wu can grasp
the current top-k set with high energy efficiency and ranking accuracy, com-

103



7.1. CONCLUSIONS

pared with other wake-up control, especially when the degree of temporal
correlation is high.

• With experiments, we confirmed that the operations of OTC-Wu at the wake-
up receiver do not cause large wake-up delay compared with other schemes,
which validates the practicality of OTC-Wu.

Next, we focused on energy-efficient wake-up control realizing the identification
of multiple emission sources of spatially-correlated sensing data. We investigated
identification methods of multiple emission sources based on the collected data and
the wake-up control that achieves both high identification accuracy and energy
efficiency. With computer simulations, we confirmed the following points:

• An approach employing CNN achieves high estimation accuracy for identi-
fying multiple emission sources with respect to capture rate and travel cost.

• The simulation results showed that CDCoWu can achieve high identification
accuracy with a smaller energy consumption than UCWu-RS, as CDCoWu
can grasp the characteristics of multiple emission sources by collecting data
from the subset of nodes observing higher value with higher priority. Thus,
the energy-efficiency identification of multiple emission sources is achieved
by employing CDCoWu.

Finally, we applied CoWu to a scenario in which the timeliness of data at the
query timing is crucial. In order to investigate the performance of CoWu in this
scenario, we analytically derived the accuracy for both CoWu and round-robin
scheduling, by considering the evolution of physical process. With theoretical
analysis, we clarified the following points:

• With theoretical analysis and computer simulation, we revealed that there
is an optimal point that maximizes the accuracy of range-set at the deadline
timing with respect to the timing of CoWu signaling. Earlier transmission
of CoWu signaling results in lower accuracy at the deadline timing because
the received data becomes obsolete. On the other hand, later transmission
results in lower accuracy because some nodes may fail to transmit data by
the deadline due to congestion.

• By setting the appropriate transmission timing of CoWu signal in accor-
dance with the speed of physical process, CoWu can achieve high estimation
accuracy at the deadline than round robin-scheduling while saving energy
consumption by about 75 %, which clarified the superiority of CoWu to
round-robin scheduling in terms of accuracy and total energy consumption.
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• We investigated the case where the statistical prior on the physical process
of the sink is imperfect, and confirmed the robustness of the CoWu to the es-
timation error by comparing the case where the sink has a perfect knowledge
on the physical process.

Through these observations, we can conclude that CoWu is an energy-efficient
technology, by which we only can allocate limited and precious wireless resource
to important data for users of WSNs.

The proposed CoWu has integrated two important concepts: wake-up radio
and data-oriented communications. As we have seen so far, we designed CoWu
to reduce nodes’ wasteful energy consumption, specifically, energy consumption
during the standby period and energy consumption of nodes observing less im-
portant data. As mentioned above, we confirmed CoWu could reduce the large
amount of energy consumed by sensor nodes. This indicates the important prin-
ciple for protocol design for WSNs to allocate limited wireless resources based on
the data content, the importance of data-oriented communication. This principle
would play a vital role in WSNs systems, such as wireless power transfer systems,
and other types of wireless communication systems, in which the concept of data-
oriented communication has not been introduced yet. Furthermore, the developed
principle is in line with the emerging communication paradigm of semantic com-
munication, in which the data should be transmitted considering the meaning,
timing, value, and relevance. The data-oriented communication protocol designs
as embodied by CoWu in this thesis would play a crucial role in future wireless
systems, not only for IoT data collection. This thesis brings about a new wave for
future protocol design principles for wireless communication systems with respect
to data-oriented communications.

7.2 Future Work

Throughout this thesis, we focused on the collision model, in which the packet is
lost only by the collision, and channel impairments with independent and identical
probability for simplified analysis. As a next step, it is desirable to consider more
realistic network and channel models, such as distant–dependent channel impair-
ments including multi-hop scenario and interference caused by the other systems
that share the same frequency band. For example, the design of wake-up control
for top-k query in multi-hop scenario is an interesting direction, in which we need
to consider routing mechanism, including data aggregation at the intermediate
nodes and the selection of relay nodes, and how to alleviate the effect of the hid-
den terminal on the wake-up signaling. Theoretical analysis considering realistic
network and channel model, and the operation of practical MAC protocol is also
a future work.
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In Chap. 4, we investigate the energy efficiency and practicality of OTC-Wu
with computer simulation and experiments. In the future work, theoretical analysis
for the gain obtained by exploiting temporal correlation with a simplified scenario
is needed.

In Chap. 5, we investigated the wake-up control suited for identification of mul-
tiple emission sources, which realizes high identification accuracy and high energy
efficiency. The possible future work includes the introduction of a transmission
suppression mechanism exploiting the spatial correlation of sensing data, in which
the node suppresses its wake-up if the neighbouring nodes transmitted data rep-
resenting its observed value. Furthermore, the design of wake-up control applying
both UCWu and CoWu, in which the sink estimates the important data or nodes
whose data significantly improves the estimation accuracy and only collects im-
portant data with an appropriate wake-up control is also an interesting direction
for future work.

Possible avenues for future work related to the work described in Chap. 6
include (a) analysis of top-k query considering both information freshness of top-k
set at deadline timing and energy-efficiency of sensor nodes, (b) the investigation
of a case where the sink has a imperfect knowledge on the physical process, in
which a new sampling policy based on the observed physical process is introduced,
and (c) designing a wake-up control to collect data from the subset of nodes that
improves the accuracy of the model for the sink to estimate the current value of
the physical process.
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