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SUMMARY In distributed network systems, it is one of the
most important problems how to assign the files to servers in
view of cost and delay. It is obvious that there is a trading-off re-
lationship between costs and delays in these systems. In order to
evaluate the optimization that the total cost is minimized subject
to the total delay, we have presented the Optimal File Allocation
Model as 0-1 integer programming, and have investigated the
general characteristics in distributed systems. In this model, we
have introduced many cost and delay parameters to evaluate the
total cost and delay in the system more exactly. In constructing
practical systems, it is necessary to investigate the weight and
the contribution of each parameter to the total cost. It is very
useful to show how to estimate cost and delay parameters on the
basis of this analysis. In this paper, we analyze the sensitivity of
these parameters and make clear the influence between principal
parameters.
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1. Introduction

Nowadays, it has been usual for many people to take
advantage of various information and communication
services. There has been a great trend to shift from
centralized systems to distributed systems in view of
the reliability, the cost, the delay, the system scalability,
and so on. In distributed networks, it is one of the most
important problems how to allocate multimedia files in
the systems.

There are several servers with multimedia
databases in distributed systems. In these distributed
systems, files must be stored in at least one of servers,
and available for any users. We may easily imagine that
it will be preferable to allocate copies of important and
popular files in several servers to reduce the communi-
cation cost and delay. However, the duplicated storage
of the same files in the system have some problems, such
as trading-off relationship between the communication
cost and the storage cost, the necessity to keep the data
consistency, and so on. We should consider the optimal
file allocation problem in view of these problems.

C.C. Bisdikian and B.V. Patel presented the opti-
mal file allocation to minimize costs in distributed VoD
systems [1], [2]. However, they did not consider delays.
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It is obvious that there is a trading-off relationship be-
tween costs and delays. Also, there are a number of
contributions that presented the performance of dis-
tributed systems concerning VoD systems [3]-[5]. Our
objective is to find the file allocation such that the total
cost is minimized subject to the total delay in generic
distributed systems.

The authors have presented the optimal file allo-
cation model that may evaluate the optimization from
the several viewpoints described above [8]. This model
may be applied to various multimedia network environ-
ments, such as corporation information networks as well
as VoD (Video on Demand) networks, by controlling
several parameters. In this model, we have introduced
a 0-1 integer programming formulation for the opti-
mization problem. (8], [9] have investigated the general
characteristics on file allocation in distributed systems
by solving this optimization problem.

In this model, there are many cost and delay pa-
rameters affecting the total cost and the total delay, in
order to evaluate them in the system more exactly. In
constructing practical systems, it is so difficult to inves-
tigate how to estimate these cost and delay parameters
according to different conditions. Then, it is very useful
to examine the weight and the contribution to the to-
tal cost of each parameter. That is, it is so meaningful
that we examine which parameters have the most sig-
nificant influence on the system, and what extent the
total cost is influenced by the variation of each param-
eter. We may evaluate the optimal system for various
conditions by examining about the behavior of a few
parameters which have the most significant influence.
So, in this paper, we analyze the sensitivity of these
parameters on the Optimal File Allocation Model we
have presented, in order to make clear the weight and
the contribution of each parameter and estimate values
of these parameters.

In this paper, first, we present the optimal file allo-
cation model in Sect. 2, and in Sect. 3, we show the gen-
eral characteristics on file distribution quantitatively by
using an approximate method [9]. In addition, we show
the result of the sensitivity analysis in Sect. 4. Finally,
we describe our conclusions in Sect. 5.
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Fig.1 A model of a distributed information network system.

2. Optimal File Allocation Model [§]
2.1 System Model

We introduce a system model of a distributed infor-
mation network system that may be applied to a wide
range of multimedia network applications. In Fig. 1, we
show some typical organization of a distributed infor-
mation network system. This system consists of servers,
users, files, communication lines, and a high-speed com-
munication network.

There exist s servers in the system. Each server
is denoted by S; (1 < i < s), and has the storage
capacity of B;. Each server constitutes a subnetwork
with a number of users. It is assumed that each user
of system is connected with one of servers, which is
called a local server. The users connected with the
server 9; is called i-users. In this system, each server is
connected by the high-speed communication network,
and the whole system works as a distributed database
system.

Also, the number of multimedia files is m, and each
file is denoted by M) (1 < k < m). The maximum
number of copies of the file My is ri. It is possible to
allocate the same files in several servers, although the
number of copies of file M} is less than or equal to 7.
It is assumed that the size of the file M}, is denoted by
F}.. Each server can store these multimedia files so long
as the total size of files does not exceed the capacity of
the server.

1-users generate file access flow, where the aver-
age is \; per unit time. This amount of flow generates
queuing time at servers. We should assume the queuing
process as M/G/1, and here we take M/D/1 for ana-
lytical simplicity. The access size from i-users for the
multimedia files M}, is denoted by L;i. This access size
is less than or equal to the file size Fj. Also, let Pj;
be defined as the access probability from i-users for the
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multimedia files My (3", Py = 1). The parameter Py
determines the traffic matrix in the system. Especially,
if the access probabilities have the same value for the
same k, the system is file symnetric. Moreover, the
probability that i-users rewrite the file My is denoted
by Pw;r. We may discuss various kinds of multimedia
network applications according to the value of Pw;y. If
we consider VoD system, we must determine that all
Pwj parameters arc equal to zero. If Pw;y, is large,
we may consider that there happens to rewrite the files
frequently, such as corporation information networks.
In this paper, we apply the write-through consistency
protocol to the coherent protocol.

2.2 Formulation

In this paper, we formulate the problem to minimize the
total cost per unit time required in the whole system,
subject to the total delay in the whole system.

To formulate the optimal file allocation problem,
we define 0-1 variables on the allocation of files, X;; [6).
We formulate this optimization problem as 0-1 integer
programming by using the following 0-1 variables.

X = {(1) (the file My is in the server S;) (1)

(otherwise)
2.2.1 Objective Function

We formulate the total cost per unit time in managing
the whole system as the objective function. It is as-
sumed that the total cost C' consists of four elements.
Those are the communication cost Ct;, the server cost
Crsik, the storage cost Cst;, and the line cost Crl;.
The communication cost and the server cost are the
costs for each access from an i-user for a file My,. Also,
the server S; is required the storage cost and the line
cost per unit time. That is,

C = Z </\L Z(Cjtik + C'I'.S',ﬁ],;) + Cst; + C’I"l,’) (2)

k

We formulate these four clements of the cost on the
use of the variables X;x. We may find the optimal file
allocation which minimize the total cost, by solving this
expression for X;; subject to the restrictive conditions
in the next paragraph.

We give full details of the communication cost, the
server cost, the storage cost, and the line cost in the
following.

[A] Communication Cost Ct
We assume that the communication cost is re-
quired to communicate between a user site and his
request file site. In this paper, if a file requested
from a user is not stored in the local server and
several remote servers store the file, the user ac-
cesses the server that has the minimum sum of the
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communication cost and the server cost. This as-
sumption may cause congestion on a specific server
that has the less server cost, if the server cost has
more influence than the communication cost. In
this case, we may need to assign more copies of
files to more servers.

We have the communication cost Ct;, in an ac-
cess from an i-user to a file M. Let Ctl; be de-
fined as the local communication cost coefficient
between an i-user and a local server S;. Let Ctr;
be defined as the remote communication cost coef-
ficient between the server S; and the communica-
tion network, which involves the cost to communi-
cate through the communication network.

Ctip = (XinCtl; + Xf£5,Ctyj) Lix P (3)

Here, it is assumed that index j equals to the value
that minimize the following function on the posi-
tive side (1 < j < s).

hlmin(J) = Xfijk (Ctij + Csa;) (4)

Csa; is the access cost coefficient for a service at
the server S; as described in the next paragraph.
Also, we define Xfi; and Ct;; as follows.

Xfijp = (1 = Xig) Xjx (5)

Ct;; = Ctl; + Ctr; + Ctr, (6)

Server Cost Crs

We assume that the server cost is the cost of a
service for an access from a user for a file at the
server. Similarly, if a file requested from a user is
not stored in the local server and several remote
servers store the file, the user accesses the server
that has the minimum sum of the communication
cost and the server cost.

We have the server cost Crs;, in an access from
an i-user to a file M. We consider three kinds
of costs, that is, the access cost for a service, the
rewriting cost to rewrite files, and the relay cost to
relay in a local server. The rewriting cost includes
the cost of communication in rewriting. Let Csa;,
Csw;, and Csr; be defined as the access cost coef-
ficient, the rewriting cost coefficient, and the relay
cost coefficient at the server S; respectively. They
depend on the coefficient Crs;, which is defined as
the server cost coefficient of the server S;, and this
coefficient has a fixed value for each server.

CTSZ']‘-, = (Xl-szai + (1 — X“‘-,)Csri
+ Xfijx Csaj) Lix Py

+ [ Y (XuCsw) | ROnfPyPwy.  (7)
I#i

Here, it is assumed that index j equals to the value
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that minimize the function hl,,:»(j) (Eq.(4)) on
the positive side, too (1 < j < s). Also, RCnf
will be defined as the local-global difference of the
communication cost in the next section.
[C] Storage Cost C'st

We assume that the storage cost is required for
each server to store multimedia files. It is charged
on unit time basis, and not dependent on the fre-
quency of accesses. In this paper, the storage cost
depends on the size of all files stored at a server.
We have the storage cost Cst; of the server S;.
Let Cst be the storage cost coefficient, which has a
fixed value in common for all servers.

Cst; = Cst > XiFy (8)
k

[D] Line Cost Crl

We assume that the line cost is the cost to use
a communication line between each server and
the high-speed communication network. This is
charged on unit time basis and does not depend
on the frequency of accesses, like the storage cost.
In this paper, we consider that the line cost Crl;
between the server S; and the communication net-
work has a fixed value for each server.

2.2.2 Restrictive Conditions

We formulate the total delay in working the whole sys-
tem as the restrictive conditions for the optimal file
allocation problem. It is assumed that the total delay
consists of the communication delay Dt;;, the service
delay Dz;, and the rewriting delay Dw;. For each ac-
cess from an i-user for a file My, an i-user has to spend
these delays. Let D,,., be defined as the maximum
total delay, and the total delay is as follows.

2 (Ai (Z Dt + Dwi) + /\;*Dxi>
k

%

D

The total delay is the sum of the communication delay,
the service delay, and the rewriting delay for each access
from an i-user multiplied by the average access times
of an i-user. Here, for the service delay, we do not
use the flow A; but A} as the mean arrival rate. When
we consider service in each server, we should consider
not only \; accesses on average from local users but
also accesses from users connected with other servers.
Thus, we have A}.

A=Aty 0G0y (X Prx)  (10)
7 k

Here, it is assumed that j equals to the value that min-
imize the following function h2,,;,(j) on the positive
side (1 < j < s).



1658

(A]

h2min(j) = ij’jk (Ctjfj + Csaj) (11)
s0-{y 20 (12)

Communication Delay Dt

The communication delay is spent to communicate
from a user to a file per an access. Let Dtl; be de-
fined as the local communication delay coefficient
between an i-user and a local server .S;. Let Dtr; be
defined as the remote communication delay coeffi-
cient between a server S; and the communication
network. We have the communication delay Dt;;
in an access from an i-user for a file M, as follows.
Here, it is assumed that index j equals to the value
that minimize the function hl,,;,(j) (Eq.(4)) on
the positive side, too (1 < j < s).

Dt = (Xithli + Xfijthi]‘) L1 Py (13)
Also, we define Dt;; as follows.
Dti]' = Dtl; + Dtr; + Dtr]' (14)

Service Delay Dax

The service delay is the delay of a service to a file
in a server. We may assume this delay behavior
as M/G/1, and here we take M/D/1 for analytical
simplicity. We can introduce the service delay Dx;
in a server S; by the Pollaczek-Khinchin mean-
value formula and Little’s result [7]. A service in a
server S; is assumed to take the service time x; on
average.

* .2
A

Dx: — g 4+ — 271
S Y G Cmy

(15)
Here, we do not use the flow \; but A} as the mean
arrival rate.

Rewriting Delay Dw

The rewriting delay is spent to keep the data con-
sistency, when the same file is allocated in more
than or equal to two servers. This rewriting delay
is evaluated per a rewriting from a user to a file,
and includes a delay of communication in rewrit-
ing. In this paper, we apply the write-through con-
sistency protocol in which all of the same files in
a system should be modified simultaneously, when
one of them is rewritten. The rewriting delay co-
efficient is denoted by Dw. We have the rewriting
delay Dw; in rewriting from an i-user to a file M.

Dw; = Z DwRDnf (Wi — 1+ 8 (Wy))
k

. PikPwik (16)

Here, RDn f will be defined as the local-global dif-
ference of the communication delay in the next sec-
tion. Also, Wy is the number of files in the whole
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system, and denoted as follows.
Wk = E Xikt
i

3. General Characteristics

In Sects. 3 and 4, we show numerical results of the op-
timal file allocation problem presented in the previous
section. First, we show the general characteristics in
distributed systems quantitatively by the numerical re-
sults in this section. In the next section, we analyze
the sensitivity of the cost and delay parameters.

3.1 Parameters for Numerical Results and Considera-
tions

Considering the optimal file allocation problem, we de-
fine the distribution rate Rd for performance measure
as follows.

S Xk
R = i 2k Xk %Ik : (18)

Rd is the ratio of the number of all files allocated in the
system to the number of kinds of files.

We obtain the assignment of files to servers as a
solution. On the basis of this assignment, we calculate
distribution rates, the total cost, the total delay, and so
on. We describe our considerations about optimization
results according to these criterion.

Morcover, we define the other parameters that deal
with the economic environments of the distributed sys-
tems as follows.

e RCnf: The local-global difference of the commu-
nication cost. This parameter means the difference
between the local communication cost from a user
to its local server and the global communication
cost from a local server to a remote server stored
a request file. The larger a local-global difference
RCnf is, the more increasing a difference of the
communication cost between to a local server and
to remote servers is.

e RDnf: The local-global difference of the commu-
nication delay. This parameter means the differ-
ence between the local communication delay from
a user to its local server and the global communi-
cation delay from a local server to a remote server
stored a request file.

3.2 General Characteristics in Distributed Systems

Here, we show the optimization results for the above
problem. In this paper, we use the approximate method
for the optimization problem to deal with large-scale
systems. The approximate algorithm we use is based
on the Greedy Method. The Greedy Method finds feasi-
ble solutions directly fixing cach variable in accordance
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Fig.2 A trading-off between the storage costs and the
communication costs (RDnf = 5.0, Pw = 0.1).

with a local critical value for contribution to an ob-
jective function. In our approximate method, we take
the access frequency to the files as the local critical
value, that is A\; x P;;. We present the approximate
method, and make a comparison between this approx-
imate method and the exhaustive search in [9].

We show the general characteristics in distributed
systems quantitatively by using this approximate
method. Here, we consider the system parameters as
follows. There exist 10 servers (s = 10), and the ca-
pacity of each server is 100 [Gbyte] (B; = 100000,1 <
1 < 10). Also, there exist 1000 kinds of multimedia
files (m = 1000), and the size of each file is 100 [Mbyte]
(Fr = 100,1 < k < 1000). The maximum number of
copies of a file M, is less than 10 (r, = 10).

In case we use the exhaustive search, system scales
that we can deal with is limited to the system which has
4 servers and 6 kind of files. Though the above system
scale does not cover all actual systems, we consider it is
enough scale which cover many systems. In compensa-
tion for increasing in computing time, we can deal with
more large scale of system. Also, in this paper, we con-
sider system parameters, such as the capacity of servers,
the size of files, and so on, are identical for analytical
simplicity. However, we may deal with many kinds of
actual multimedia networks by controlling these system
parameters in our model.

In Fig. 2, we show the trading-off relationship be-
tween the storage costs and the communication costs.
This figure shows the distribution characteristics vs.
the local-global differences of the communication cost
RCnf for different values of the storage cost coefficient
Cst, i.e., 0.01, 0.05, 0.1, 0.3, 0.5, 1.0. As shown in Fig. 2,
when the storage cost coefficient Cst is larger, the dis-
tribution rates Rd become smaller. When the storage
costs are large, files should be centralized. The smaller
the storage costs is, the more files tend to be distributed
to minimize the total cost. On the other hand, as shown
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in Fig. 2, when RCn f becomes larger, more files tend to
be distributed. As RCnf grows larger, the communi-
cation costs to remote server become increasing. Thus,
files become to be distributed and the distribution rates
become increasing, so that files will be declined neces-
sity to communicate and the communication costs will
be reduced.

Next, we show the effect of the delay restrictions
on the optimization of file allocation. In Fig. 3, we show
the characteristics of the total delay vs. the local-global
differences of the communication delay RDnf for dif-
ferent values of the maximum total delay D,,qz, i.e.,
3000, 4000, 5000, 6000, 7000. We see the total delay
are not affected by the restriction when D,,,, = 7000.
However, when D,, .. = 3000, 4000, 5000, 6000, the re-
striction becomes to have influence on the total delay
in case RDnf becomes larger. In this case, the total
delay may exceed the maximum in the optimal file al-
location that minimize the total cost. We show this
effect of the delay restriction on the file allocation in
Fig.4. In case that RDnf is larger value, files are more
distributed to reduce the communication delays. This
figure shows that files should be distributed, when the
maximum total delay is small.

4. Sensitivity Analysis

In the model presented here, there are many parameters
affecting the total cost and the total delay, in order to
deal with the system more exactly. When we construct
practical systems, it is very important to show how to
estimate all these parameters. We need to examine the
weight and the contribution to the total cost of each
parameter. That is, we should investigate which pa-
rameters have the most significant influence, and what
extent the total cost is influenced by the variation of
each parameter. In this section, we analyze the sensitiv-
ity of these parameters on file allocation in distributed
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networks.
4.1 Sensitivity of Cost and Delay Parameters

First, we show the comparison of sensitivity of the cost
and delay parameters defined above. Figure 5 shows
the total cost for the case of both 50% increasing and
50% decreasing to the basic value in each parameter
to investigate its influence. In this figure, the line of
basis is the total cost in case that all cost and delay
parameters have the basic values. The sensitivity of
each parameter is given by the difference between the
basis and the case of the variation of 50% of each pa-
rameter. As shown in this figure, the variations in the
communication cost Ct and the storage cost C'st have
significant influence on the objective function. Also,
the delay parameters hardly have influence on the file
allocation. We can easily imagine there is hardly effect
of the delay restriction, since we set the maximum total
delay D,q = 8000 in this figure.

We show the same comparison results in case the
delay restrictions have influence in Fig. 6 and Fig. 7. In
these figures, we set Do = 4000,2000 respectively.
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As shown in Fig.6, the communication delay Dt be-
comes to have a little influence on the objective func-
tion in case of 50% increasing, in case of D,,q, = 4000.
Moreover, in case of D,,.. = 2000, where the restric-
tive condition is more tight, the communication delay
Dt becomes to have much more influence. Besides, the
rewriting delay Dw and the service delay Dx become
to have influence. Also, in Fig. 7, the line of basis itself
becomes to have a larger value than the case of Fig. 6
and Fig. 7. These results show the trading-off relation-
ship that the total cost is increasing when the delay is
restrained lower. We may estimate that the influences
of delay parameters do not become sensitive further-
more according as the delay restriction becomes tight,
since there is the tendency that the line of basis also
becomes upper.

There is another remarkable results in these fig-
ures. As the delay restriction becomes tight, the stor-
age cost C'st becomes to have much more influence on
the total cost than Ct. We give full detail of results for
the change of the delay restriction in Sect. 4.3.

As shown in these results, the sensitivity of cost
parameters is more than delay parameters. In the next
section, we concentrate on the sensitivity of cost pa-
rameters.
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coefficient Crs times 5, the line cost coefficient Cl times 1/50
(RCnf =3.0,RDnf = 5.0, Pw = 0.1).

4.2 Sensitivity of Cost Parameters

We show the sensitivity of the cost parameters in detail.
Figure 8 and Fig. 9 show the total cost characteristics
vs. the variation of the cost parameters for D,,,. =
8000 and D = 2000 respectively. These figures is
normalized at the point the cost coefficients is equal to
5. When the cost coefficients is equal to 5, all lines
cross one another in these figures. These points are
corresponding to the line of basis in Fig.5 and Fig. 7.
The gradient of each line in these figures means the
sensitivity of each cost parameter. As shown in Fig. 8,
the order of sensitivity is Ct, Cst, Crs, Crl, in case
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of Dppar = 8000. And in case of D,,., = 2000, the
order is Cst, Ct, Crs, Crl. That is, we also see in
these figures that the storage cost C'st becomes to have
more influence on the total cost than Ct as the delay
restriction becomes tight (see Sect.4.3). In addition, as
we may see in these figures, the total cost grows almost
linearly according to the increase in all cost parameters.
We may estimate the value of these cost parameters
according to this tendency.

From both results, we can see the communication
cost and the storage cost is the most sensitive param-
eters. Thus, we show the sensitivity of communication
cost and the storage cost in detail.

In Fig. 10 and Fig. 11, we show the total cost char-
acteristics for different values of the local-global differ-
ences of the communication cost RCnf, i.e., 1, 3, 5,
vs. the communication cost and the storage cost re-
spectively. As we may also see in these figures, the
sensitivity of the communication cost and the storage
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cost have linear characteristics. This tendency becomes
more clear for large values of both cost parameters.
Also, in Fig. 10, the gradients of lines is almost iden-
tical for different values of the local-global differences
RCnf. On the other hand, the gradient of the line
becomes large when the local-global differences RCn f
is larger in Fig.11. As RCnf grows larger, the files
should be distributed at many servers and the storage
cost becomes to have more significant influence, that is,
the storage cost becomes more sensitive.

4.3 Influence of Delay Restrictions

Finally, we give full detail of the influence of the delay
restrictions on the sensitivity of each paramter, which is
appeared in the above analysis. In Fig. 12 and Fig. 13,
we show the sensitivity of the communication cost C't
and the storage cost Cst for the change of the delay
restriction. These figures show the total cost charac-
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teristics for different values of the maximum total delay
Doz (2000, 4000, 8000), vs. the communication cost
and the storage cost respectively. As shown in Fig. 12,
the gradient of the line becomes smaller as the max-
imum total delay D,,q, is smaller, that is, the delay
restriction becomes more tight. On the other hand, in
Fig. 13, the gradient of line becomes larger as D,,q.
is smaller. Files are more distributed to reduce the
communication delays when the restriction is tight as
described in Fig.4. Thus, when D,,,, is small, the
storage cost becomes to have much more significant in-
fluence, while the communication cost becomes to have
less influence. Moreover, as we can see in these fig-
ures, when the local communication cost coefficient Ctl
is more than 1.6, and the storage cost coefficient Cst
is less than 0.3, the gradients of three lines are iden-
tical. When the communication cost is large and the
storage cost is small, files are more distributed. We can
imagine that the total delay does not exceed the maxi-
mum D, 4, due to this distribution of files in any cases.
Thus, there are hardly differences in the gradients for
different D,,,4,, when the communication cost is large
and the storage cost is small.

5. Conclusions

In this paper, we have optimized the file allocation,
such that the total cost is minimized subject to the
total delay in distributed information network system.
For considering this optimization problem, we have pre-
sented the Optimal File Allocation Model that covers a
wide range of multimedia network applications. In this
model, we have formulated this problem as a 0-1 inte-
ger programming, and we have described the consider-
ations of numerical results by solving this optimization
problem.

As the numerical results by the approximate
method, we have shown the general characteristics on
file distribution in practical large scale of systems, such
as a trading-off between the communication costs and
the storage costs and the effect of the delay restriction.
As shown in numerical results, we may quantify the
general characteristics in distributed systems. The sys-
tem model presented here is very useful for evaluating
various elements in constructing a distributed system.

In our model, there are many parameters affecting
the total cost and the total delay, in order to deal with
the system more exactly. It is very useful to exam-
ine the weight and the contribution of each parameter
in constructing practical systems. We have analyzed
the sensitivity of the cost and delay parameters. As
a result, the variation in the communication cost and
the storage cost have the most significant influence on
the objective function mainly. Also, the sensitivity of
these cost parameters have the linear characteristics.
According to this characteristics, we can estimate the
values of these parameters when we construct practi-
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cal systems. In addition, we have shown the influence
of the delay restrictions on the sensitivity of these pa-
rameters. We have made clear that we can grasp the
influence among principal parameters in full detail by
this sensitivity analysis.
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