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SUMMARY Because of the popularity of rich content, such as video
files, the amount of traffic on the Internet continues to grow every year. Not
only is the overall traffic increasing, but also the temporal fluctuations in
traffic are increasing, and differences in the amounts of traffic between peak
and off-peak periods are becoming very large. Consequently, efficient use
of link bandwidth is becoming more challenging. In this paper, we propose
a new system for content distribution: storage aware routing (SAR). With
SAR, routers having large storage capacities can exploit those links that are
underutilized. Our performance evaluations show that SAR can smooth the
fluctuations in link utilization.
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1. Introduction

The volume of traffic across the Internet continues to in-
crease steadily, in large part because of continuous growth in
video traffic. According to a Cisco white paper [1], traffic is
increasing eight fold every five years, and will approach 1.3
zettabytes by the end of 2016. To effectively accommodate
such an increasing demand, sophisticated management of
networks will be indispensable. Content delivery networks
(CDNs) [2] and traffic engineering [3] are practical exam-
ples of effective network management. These techniques
aim to use adequate routing to distribute traffic throughout
all spatial dimensions; i.e., these conventional techniques
are limited to managing traffic only in space.

Besides traffic volume, another impact aspect of cur-
rent Internet traffic use is the difference between peak and
minimum traffic volume on a daily basis. According to a
Japanese government report [4], the difference between the
daily peak and minimum traffic in day-time scale has re-
cently increased significantly. In current network planning,
the bandwidths of links are designed to accommodate peak
traffic. Since most Internet traffic propagates in bursts, aver-
age link utilization should be small; this means that network
resources cannot be utilized effectively if only spatial traffic
management techniques are applied.
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In-network caching can be used to avoid network con-
gestion caused by content flooding [5]. Paul et al. proposed
a cache-and-forward architecture [6], in which routers in the
networks cache content. Further, the concept of data centric
networking has been proposed [7], [8]. Large storage equip-
ment in routers could be utilized for time-dimensional traf-
fic management. When the network is congested, content
could be stored in the network, i.e., at the routers, and the
stored content could be transmitted during off-peak periods.
A delay tolerant network (DTN) [9] is a cache-and-forward
technology with storage in routers. It enables discontinu-
ous forwarding; however, the main purpose of DTN is to
provide reliable communications in networks having inter-
mittent connections. Therefore, DTN is not a technology
for traffic management. Other methods to control transmis-
sion times by using node storage have been proposed [10],
[11]. However, because DTN and these other methods do
not consider deadlines for data delivery, they cannot guar-
antee the timely arrival of priority data. This is the essen-
tial difference between DTN and the method proposed here.
Another method for asynchronous forwarding, NetStitcher,
has been proposed for bulk transfers between datacenters
[12]. NetStitcher schedules bulk data transfers to smooth
resource fluctuations into diurnal patterns. NetStitcher is
designed to be applied to worldwide datacenters; so, bulk
data transfers are scheduled to occur during off-peak noc-
turnal fluctuations. Though the purpose of NetStitcher is
similar to our proposal, i.e., traffic management in the time
dimension, it can only be applied to worldwide datacenter
systems because it adapts to resource fluctuations by taking
advantage of differences in local times.

In the near future, one possibility for video services
could be a deadline-aware scenario, in which a user reserves
their preferred video service for their desired time. For ex-
ample, a user on a commuter train in the morning could re-
serve a video file to be available at home in the evening.
In current on-demand video services, such as YouTube, the
peak traffic period is exactly the same as the peak demand
period, and those peak periods often occur in the evening at
primetime. In contrast, in a deadline-aware video service,
there is leeway between the time a video file is reserved and
the time it is received. Another example of deadline-aware
delivery is a backup service for critical data between distant
datacenters for business continuity planning (BCP). When a
router has a large storage space and can store content when
the forwarding link is congested during peak traffic loads,
on-peak traffic can be shifted to an off-peak period.
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In this paper, we propose storage aware routing (SAR),
a novel traffic engineering technique that spatially and tem-
porally manages traffic [13]. SAR aims to smooth fluctua-
tions during link utilization throughout a network. In SAR,
a router stores traffic content and shifts on-peak traffic to
off-peak periods. We assume that storage in routers is large
enough to enable time shifts of on-peak traffic; the required
storage is much larger than the traffic of queues in current
routers. In this paper, we present the algorithm for SAR
traffic management in space-time. We investigate the fea-
sibility and fundamental benefits of deadline-aware content
delivery with SAR. Our simulation results demonstrate that
SAR can effectively adapt traffic delivery to smooth fluctu-
ations in link utilization.

This paper is structured as follows. In Sect. 2, we ex-
plain our proposed new traffic engineering technique (SAR)
in detail. In Sect. 3, we evaluate the performance of SAR,
and in Sect. 4, we draw conclusions.

2. Storage Aware Routing

2.1 Design Concept of SAR

In the current Internet, the sharp increase in traffic is one of
the most important technical issues. In particular, the gap
between peak and off-peak traffic is increasing significantly.
If some on-peak traffic can be shifted to off-peak periods, the
smoother use of links will be able to support the increasing
traffic. Therefore, we propose SAR that will enable traf-
fic to be shifted in time while providing timely delivery of
deadline-aware content.

According to traffic statistics reported by the Ministry
of Internal Affairs and Communications [4], Internet traffic
peaks daily between 1900 and 2300 hrs. One possible rea-
son for this peak is concentrated requests for online video
files; i.e., large numbers of users tend to watch videos dur-
ing the evening hours. One target of SAR is video services
with delivery reservations, in which users can reserve their
videos during a convenient time, such as lunchtime or dur-
ing the morning commute. Then, SAR can exploit the time
difference between the request (morning or lunchtime) and
the deadline for video delivery, which is typically during the
primetime between 1900 and 2300. SAR assumes a gran-
ularity of time for traffic management that is from tens of
minutes to several hours. This means that SAR does not af-
fect the quality of video content because all data segments
have been delivered before a user starts viewing the con-
tent. In SAR traffic management, storage read/write latency
is on the order of several μs, or at most 1 ms, and therefore
is negligible. The end user is interested only in the content;
they do not care about content retrieval time so long as the
content is available at their convenience. SAR tactically uti-
lizes the difference between the time of a request and the
time of content consumption. For a deadline-aware video
service, content can be delivered between these two times.
SAR schedules its hop-by-hop transmission times for each
session (end-to-end session for one content retrieval) so that

Fig. 1 Storage aware routing.

fluctuations in link utilization are minimized across the en-
tire transmission path. With this smoothed link utilization,
the network can preserve its resources for later requests.

2.2 Storage Aware Routing

Figure 1 shows an overview of SAR. The framework for
SAR is composed of the following three elements:

1. Request by end user,
2. Scheduling of transmission at the server, and
3. Routing and scheduling in the network.

SAR is a time-dimensional traffic engineering technique that
makes use of the time difference between request and con-
tent consumption. Requests for content by end users trigger
SAR. A content server and the associated network sched-
ule transmission times for the corresponding content files so
that fluctuations in link utilization are minimized. The con-
tent server schedules its transmission time, followed by the
network choosing a path for transmitting content files and
scheduling hop-by-hop transmission times.

As shown in Fig. 1, SAR chooses the route and trans-
mission time that minimizes disparities in link utilization.
In the figure, a graph for each link depicts link utilization
over time. At the first link in Fig. 1, the content file is not
transferred during its lowest utilization period because that
period is out of sync with low utilization periods at subse-
quent links. If the content file is transferred during the low-
est utilization period at the first link, then the content must
be transferred during high utilization periods at the follow-
ing links so as to reach the destination before the deadline
(law of causality). In this way, SAR optimizes not only rout-
ing but also transmission times at each hop on the route, i.e.,
SAR addresses both spatial routing and temporal schedul-
ing.

2.3 Algorithm for Traffic Management in Space-Time

SAR can calculate a minimum cost route from a space-time
diagram. Figure 3 shows a space-time diagram for the tan-
dem topology model shown in Fig. 2. The horizontal axis
shows time and the vertical axis represents space. In Fig. 3,
the space dimension corresponds to the tandem network in
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Fig. 2 Tandem topology model.

Fig. 3 Space-time diagram.

Fig. 2. Time zero is the time at which a user makes a request
for content delivery, and time 8 is the deadline for deliv-
ery, as requested by the user. The origin ([S ][T ]= 00) of
this space-time diagram shows the content server at time 0.
Here, time is normalized by the file transmission time at a
link (we simply assume that a content file is transmitted at a
link in one time unit). In a sample path in Fig. 3, the server
transmits the content file to router 1 at time 0. Instead of
storing the file after router 1 receives the whole file at time
1, it immediately forwards the file to router 2. At routers 2
and 3, the content file is stored for one unit time to avoid
congestion; this is temporal scheduling. In this example, the
deadline for content receipt is time 8 and the user receives
the file just at the deadline.

As explained above, SAR is designed to minimize the
cost of a space-time path. We define a space-time path as
a path from the source at the time of content requested to
the receiver at the deadline (like the sample path in Fig. 3).
To heavily penalize the choice for a highly utilized link, we
set the cost of the link as the square of the utilization ratio.
We set any storage cost to zero, under the assumption that
storage capacity in routers can be as large as required. We
also assume that future link resources can be reserved as
needed.

We propose to use a centralized controller such as
OpenFlow [14]. A centralized controller has the potential
to manage link bandwidths in the network and to dictate
scheduled transmission times to routers. The scalability of
SAR for network size can be resolved by implementing sev-
eral research proposals for OpenFlow, such as a hierarchical
structure for the OpenFlow controller and flow aggregation
[15].

The objective is to find a route and the transmission
times that minimize fluctuations in link utilization under the
restriction that content must be delivered on or before the
deadline. We use the Dijkstra algorithm to calculate the
minimum cost path on a space-time diagram. Because we

Table 1 Notation used in Algorithm 1.

Notation Meaning
src(i) Sender node of content i
dst(i) Receiver node of content i

rqtime(i) Request generation time of content i
dl(i) Deadline period of content distribution
G Graph of network topology

G′(i) space-time diagram for G
Origin in (scr(i), rqtime(i))

E′pl Set of physical links in G′

(diagonal links in Fig. 3)
E′s Set of time dimension links

(storage : horizontal links in Fig. 3) in G′
srcrqtime(i) src(i) at rqtime(i)

dstdl(i) dst(i) at dl(i)

Algorithm 1 Calculations performed in SAR for optimizing
the path for routing and for temporal scheduling.

GIVEN:
BackgroundTra f f ic(l), ∀l ∈ E′pl

Initialize:
AccumulatedS ARtra f f ic(l) = 0, ∀l ∈ E′pl

Calc SAR Route for request for content delivery i:
G′(i) = ExtractGraph

ToTimeDimension (G, src(i), dst(i), rqtime(i), dl(i))
S etCost (l in E′pl(i))
Path(i) = CalcMinimumCostPath (G′(i), srcrqtime(i), dstdl(i))
AccumulatedS ARtra f f ic(l) + = tra f f ic(i), ∀l ∈ Path(i)

Subroutine SetCost:
Cost(l) = ((BackgroundTra f f ic(l)+AccumulatedSARtraffic(l)+
traffic(i))/Capacity(l))2

use the square of the link utilization ratio as the link cost,
the Dijkstra algorithm can find the best path that smoothens
link utilization. Whenever the controller receives a request,
it calculates the best path and sends transmission schedules
to the content server and all routers on the path. The route
is calculated when the request arrives at the service. There-
fore, the controller does not need to have full knowledge
of all requests beforehand. It only has to know the accu-
mulated reserved bandwidth for SAR traffic. This means
that the controller does not incur a burden for calculating
the route.

Algorithm 1 shows our Dijkstra-based SAR algorithm
(the Dijkstra algorithm is applied at CalcMinimumCost-
Path). Table 1 shows the notation used in this algorithm.
Background traffic is the amount of non-SAR traffic and is
estimated statistically in advance. In SetCost, link costs in
E′pl are calculated for the sum of background traffic, the cur-
rent accumulated SAR traffic, and the corresponding content
i. After the minimum cost path has been identified, this de-
signed traffic is added to the accumulated SAR traffic, which
is used in calculating the path for the next content request. If
the requested content cannot be accommodated due to limi-
tations on link capacity, the content request is rejected.
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Fig. 4 Mesh network model.

3. Evaluation

3.1 Evaluation in Time

3.1.1 Effect of SAR on Smoothing Link Utilization

In this section, we evaluate the effectiveness of time-
dimensional traffic engineering by SAR using a simple mesh
model as an accumulated session model. We compare SAR
under two design policies.

1. SAR-edge

In SAR-edge, the sender, i.e., the content
server, can schedule its transmission time
to minimize the total cost of link use and
storage on the path. In SAR, all routers on
the path can store content files; however, in
SAR-edge, no router can store content files.

2. Fastest Reservation (FR)

At the time a request is generated, transmis-
sion of the content file is scheduled as fast
as possible on condition that link usage of
the scheduled traffic is below link capacity.

Figure 4 shows a mesh model with five senders (a− e),
five receivers ( f − j), and five tandem routers. In this model,
the capacity of each link is 1, and link usage for each ses-
sion is simply given by the fixed value 0.03. Sessions are set
up for five server-receiver pairs: (a, j), (b, f ), (c, g), (d, h),
and (e, i). The last four pairs were used to design the traf-
fic before considering the first pair, so the designed traffic
for these four pairs becomes the accumulated SAR traffic
for the first pair. First, 1200 sessions (300 sessions for each
pair) with short time periods between requests and deadlines
were designed for the last four pairs. Based on the Internet
traffic report by the Ministry of Internal Affairs and Commu-
nications [4], we assumed that the duration of online video
viewing by users had a shape similar to the normal distribu-
tion. Specifically, deadlines were normally distributed with
a mean value given in Table 2 and a standard deviation of
7.5. The average value of the request time was 20 time units
earlier than the deadline. Requests were generated accord-
ing to an exponential distribution. In Table 2, server e has
the earliest mean time for its requests for pattern α and the
latest one for pattern β.

After the accumulated data for SAR traffic were gen-
erated, node j transmitted a request to Server a to start its

Table 2 Mean value of normal distribution.

server-receiver pair pattern α pattern β
mean value mean value

b − f 80 20
c − g 60 40
d − h 40 60
e − i 20 80

1200 sessions. The deadlines of these 1200 sessions were
normally distributed with mean 80 and standard deviation of
7.5. Request times were exponentially distributed between
0 and the deadline. Figures 5 and 6 show link utilization
for the initially accumulated SAR traffic (1200 sessions: red
lines) and for a total of 2400 sessions (blue lines).

In this evaluation, the initially accumulated SAR traf-
fic was generated by 1200 prior sessions of SAR traffic with
tightly assigned deadlines. The red lines in the top rows
of panels in Fig. 6 (Panels (a) SAR) shows that SAR could
not smoothly schedule the 1200 traffic sessions after the first
1200. This was because the times between requests and
deadlines for the initial 1200 sessions, which served as ac-
cumulated SAR traffic, were quite short. The request times
and deadlines among nodes f − i were also cooperatively de-
pendent. †The tight deadline assignment in this evaluation
is just for investigating SAR behavior when extreme con-
straints were imposed on the accumulated SAR traffic.

One time unit is defined as the time needed to trans-
mit the maximum number of content files through a (one-
hop) link. Suppose that a 0.5 Gbps bandwidth is assigned
for SAR traffic and 33 content files of 1 GB each are trans-
mitted in parallel, then the time unit is about 7.2 min. So,
in Figs. 5 and 6, 100 time units on the horizontal axis cor-
respond to 12 hours. As shown in Fig. 5(a), for the initially
accumulated SAR traffic in pattern α, SAR can schedule the
later 1200 sessions so as to smooth link utilization. In SAR-
edge (Fig. 5(b)), the high utilization periods used to obtain
the initially accumulated SAR traffic for each link remain
high-utilization periods after the last 1200 sessions were ac-
commodated. This was because, in SAR-edge, no router can
time shift traffic; hence, traffic peaks occurring at different
times at each link cannot be avoided by temporal schedul-
ing only at the sender side. The panels in Fig. 5(c) show that
since FR starts transmitting as soon as possible, several time
periods occur with extremely high utilization of links.

As shown in Figs. 6(b) and 6(c), SAR-edge and FR per-
form poorly in terms of smoothing link utilization. In pat-
tern β, SAR (Fig. 6(a)) also shows poor performance. This
is because, even with temporal scheduling inside a network,
periods of high utilization cannot always be avoided. Even
when a session can be scheduled to avoid the peak traffic
period at one router, at other subsequent routers, high uti-
lization might not be avoidable. Figure 7 simply explains

†In real situations using SAR, request times are around
lunchtime or morning commute times and deadlines are around
primetime, e.g., after 1900. So there would be plenty of time for
SAR requests to be made. Further, in real situations, end users
independently reserve content and set deadlines.
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Fig. 5 Link utilization - pattern α.

Fig. 6 Link utilization - pattern β.

Fig. 7 Effective scheduling of SAR in several peak traffic patterns.

this situation. As shown in Fig. 7(a), when peak traffic peri-
ods at different routers form a linear temporal sequence, as
in pattern β, no path in a space-time diagram can be found

that will avoid peak periods at all links. However, this can
happen only when peak periods form strict linear sequences
in time. If such a sequence of peak periods is broken by even
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Table 3 Number of rejected sessions.

pattern α pattern β
SAR 4 224

SAR-edge 255 243
FR 657 669

Fig. 8 Ring model.

one pair of links (see Fig. 7(b)), a path exists that will avoid
use of all routers during their peak periods. This means that,
generally, SAR will find a good path on a space-time di-
agram. Even when a path has a linear temporal sequence
of peak periods, changing the routing in space might find a
better path.

3.1.2 Numbers of Rejected Requests

In this section, we evaluate SAR in terms of the number
of rejected requests. After accommodating the 2400 ses-
sions described in Sect. 3.1.1, another 1200 sessions were
injected. These 1200 sessions were designed between the
pair [a, j] using the same distributions of request times and
deadlines as in Sect. 3.1.1. Table 3 shows the number of
rejected requests for session generation and deadline distri-
butions of patterns α and β. In both cases, SAR had the
lowest number of rejected requests. So, SAR can design
file transmission times so as to leave more room for upcom-
ing sessions. This means that SAR can allow networks to
accommodate traffic generated by users who want to watch
videos immediately.

3.2 Evaluation in Time and Space

3.2.1 Homogeneous Link Capacity Model

In this section, we evaluate the efficiency of SAR in both
time and space. We used a ring model with one sender, one
receiver, and seven routers, as shown in Fig. 8. For SAR-
edge and FR, the minimum-cost path to the receiver was first
selected† and then scheduling by SAR-edge and FR was ap-
plied to this path. In this evaluation, we add SAR-shortest
as a comparable design policy. In SAR-shortest, the mini-
mum hop route is selected first, and SAR scheduling in time
is applied to this route.

In this model, background traffic was preloaded on
each link. In Sect. 3.1, we generated background traffic

†Definition of link cost is the same as in the previous subsec-
tion.

Fig. 9 CDF of unit-time link utilization (ring model).

using artificially generated deadlines to investigate the po-
tential and limitations of SAR. In this section, we evalu-
ate SAR using more general and realistic background traf-
fic; BackgroundTraffic in Algorithm 1 was generated as de-
scribed below (the form of BackgroundTraffic is defined in
(1)). As reported by Fraleigh et al. [16], fluctuations in net-
work traffic generally have two different time granularities:
wavy fluctuations over long times and bumpy fluctuations
over short times. To emulate both, background traffic was
taken to be the superposition of a sine curve and normally
distributed random variables generated in each unit of time.
The standard deviation for this normal distribution was 0.05.
Wave-shaped traffic fluctuations on a daily scale have been
generally reported [4], so the mean value of the normal dis-
tribution was varied along a sine curve as follows:

0.2 · sin

(
2π
T

t − ϕ
)
+ 0.4 (1)

The mean of background traffic was set to 0.4, and the
maximum fluctuation in background traffic, i.e., the ampli-
tude of the sine curve, was set to 0.2. The period T of the
sine curve was 100 time units. Peak traffic periods in busi-
ness and residential areas generally differ because of differ-
ences in the day and night populations. So, the phase of
the sine curve, ϕ, was randomly assigned to each link to
avoid loss of generality with regard to variations in popula-
tion. For the deadline and request distributions, we used the
same assumptions as above, i.e., deadlines were normally
distributed with mean 80 and standard deviation 7.5, and
requests were exponentially distributed between 0 and the
deadline.

Figure 9 shows cumulative distribution functions
(CDFs) for unit-time link utilization in each method. The
CDF for background traffic is also shown in the figure. The
figure shows that the maximum link utilization is 1 for both
FR and SAR-shortest; this means that both these methods
rejected requests in their traffic designs. Further, the link
utilizations of FR and SAR-shortest have flatter CDFs than
SAR- edge and SAR. This means SAR-edge and SAR both
enable smooth link utilization distributions.
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Fig. 10 Link utilization - SAR.

Fig. 11 Link utilization - SAR-shortest.

Fig. 12 Link utilization - SAR-edge.

Figures 10–13 show temporal evolutions of link uti-
lization at each link for SAR, SAR-shortest, SAR-edge, and
FR, respectively. In each figure, variations in link utilization
for background traffic are shown as black curves. In SAR-
shortest (Fig. 11), only the shortest path was selected in the
space dimension, then temporal scheduling by SAR was ap-
plied. Therefore, effective traffic distributions in space can-
not be realized using SAR-shortest; this caused the high link
utilizations appearing for links 5, 6, and 7 in Fig. 11. For FR
in Fig. 13, the fastest transmission time was selected in the
time dimension, meaning that traffic could be distributed ef-
fectively in space but not in time.

When peak periods on each link differ, as in Fig. 7,
SAR-edge cannot avoid using peak periods for requests. So,

SAR-edge cannot accommodate traffic smoothly (Fig. 12).
In contrast, in many cases, SAR can select an effec-
tive spatio-temporal path that can smoothly absorb not
only long-term fluctuations (sine curve fluctuation) but also
short-term fluctuations, producing the flat traffic distribution
shown in Fig. 10.

3.2.2 Heterogeneous Link Capacity Model

Thus far, we have evaluated our proposed SAR method
using a homogeneous link capacity model. In this sec-
tion, SAR is evaluated using a heterogeneous link capacity
model. Figure 14 shows temporal evolution of link utiliza-
tion at each link when SAR is applied to the model in Fig. 8
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Fig. 13 Link utilization - FR.

Fig. 14 Link utilization - SAR (heterogeneous link capacity).

with the capacities of links 2 and 3 each reduced by halve.
Background traffic for these two links was also halved. Fig-
ure 14 shows that utilization of links 2 and 3 increased be-
cause of their reductions in capacity. However, the increases
were not critical because traffic was adequately distributed
along other paths (via links 1, 2, 3, and 4), so link utiliza-
tion remained moderate. These results show that SAR can
distribute network traffic adequately in both time and space
even when capacities of network links differ.

4. Conclusions

In this paper, we proposed a new traffic engineering tech-
nique, SAR, for content distribution. When there is a time
difference between a user request for content and user con-
sumption of the content, the user is satisfied so long as con-
tent is received before the time of intended consumption.
Routers with large storage capacities can schedule their own
transmission times. SAR exploits this temporal traffic con-
trol to schedule the file transmission time at each router;
SAR also uses conventional spatial traffic control; i.e., it se-
lects an optimal path for routing. The numerical examples
discussed here show that SAR can, in general, accommo-
date traffic to smooth link utilization at all links through-
out a network. However, there is one limiting condition in
which SAR cannot avoid routing content during high utiliza-
tion periods. This limiting condition occurs when high link
utilization periods form a linear temporal sequence along

the path. Nevertheless, such a situation rarely occurs; thus,
SAR generally improves overall transmission times. Even if
this situation does occur along a certain path, the problem is
purely temporal, so spatial re-routing can usually find a bet-
ter path. Thus, the combination of spatial routing and tem-
poral scheduling is more effective than either one alone. Our
future work will focus on avoiding congestion at router stor-
age devices, and on implementation of multicast addressing
to those storage devices.

Acknowledgment

This research is partly supported by the National Institute of
Information and Communications Technology, Japan.

References

[1] Cisco Visual Networking Index: Forecast and Methodology, 2012-
2017, May. 2013. http://www.cisco.com/en/US/solutions/collateral/
ns341/ns525/ns537/ns705/ns827/white paper c11-481360 ns827
Networking Solutions White Paper.html [retrieved: Jan. 2014]

[2] I. Lazar and W. Terill, “Exploring content delivery network,” IEEE
IT Professional, vol.3, no.4, pp.47–49, 2001.

[3] Y. Wang and Z. Wang, “Explicit routing algorithms for Internet traf-
fic engineering,” Proc. IEEE ICCCN, pp.582–588, Oct. 1999.

[4] Grasp of total traffic amount on the Internet in Japan, Ministry
of Internal Affairs and Communications, http://www.soumu.go.jp/
main content/000211328.pdf

[5] G. Tyson, S. Kaune, S. Miles, Y. El-khatib, A. Mauthe, and A.



YAMASHITA et al.: TIME-DIMENSIONAL TRAFFIC ENGINEERING WITH STORAGE AWARE ROUTING
2649

Taweel, “A trace-driven analysis of caching in content centric net-
works,” Proc. IEEE ICCCN, pp.1–7, July 2012.

[6] S. Paul, R. Yates, D. Raychaudhuri, and J. Kurose, “The cache-and-
forward network architecture for efficient mobile content delivery
services in the future internet,” First ITU-T Kaleidoscope Academic
Conference, pp.367–374, May 2008.

[7] T. Koponen, M. Chawla, B.-G. Chun, A. Ermolinskiy, K.H. Kim,
S. Shenker, and I. Stoica, “A data-oriented (and beyond) network
architecture,” Proc. ACM SIGCOMM, pp.181–192, Aug. 2007.

[8] V. Jacobson, D. Smetters, J. Thornton, M. Plass, N. Briggs, and
R. Braynard, “Networking named content,” Proc. ACM CoNEXT,
pp.1–12, Dec. 2009.

[9] K. Fall, “A delay-tolerant network architecture for challenged Inter-
nets,” Proc. ACM SIGCOMM, pp.27–34, Aug. 2003.

[10] S. Jain, S. Gopinath, and D. Raychaudhuri, “STAR: Storage aware
routing protocol for generalized Delay Tolerant Networks,” Proc.
IEEE WoWMoM, pp.1–4, Aug. 2011.

[11] N. Somani, A. Chanda, S.C. Nelson, and D. Raychaudhuri, “Storage
aware routing protocol for robust and efficient services in the future
mobile Internet,” Proc. IEEE ICC, pp.5849–5853, June 2012.

[12] N. Laoutaris, M. Sirivianos, X. Yang, and P. Rodriguez, “Inter-
datacenter bulk transfers with NetStitcher,” Proc. ACM SIGCOMM,
pp.74–85, Aug. 2011.

[13] S. Yamashita, T. Yagyu, and M. Yamamoto, “Evaluation of time
dimensional traffic engineering with storage aware routing,” Proc.
Fifth International Conference on Advances in Future Internet,
pp.21–26, Aug. 2013.

[14] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar, L.
Peterson, J. Rexford, S. Shenker, and J. Turner, “OpenFlow: En-
abling innovation in campus networks,” ACM SIGCOMM Com-
puter Communication Review, vol.38, no.2, pp.69–74, 2008.

[15] K. Suzuki, K. Sonoda, N. Tomizawa, Y. Yakuwa, T. Uchida, Y.
Higuchi, T. Tonouchi, and H. Shimonishi, “A survey on OpenFlow
technologies,” IEICE Trans. Commun., vol.E97-B, no.2, pp.375–
386, Feb. 2014.

[16] C. Fraleigh, S. Moon, B. Lyles, C. Cotton, M. Khan, D. Moll,
R. Rockell, T. Seely, and C. Diot, “Packet-level traffic measure-
ments from the sprint IP backbone,” IEEE Communications Society,
vol.17, no.6, pp.6–16, Nov. 2003.

Shigeyuki Yamashita received B.E. from
Kansai University in 2012 in Electrical and
Electronic Engineering. He is currently a stu-
dent of Graduate school, Kansai University. His
research interests include content distribution in
new generation networks.

Tomohiko Yagyu received his B.E. and
M.E. from Osaka University in 1993 and 1995,
respectively. He received his Ph.D. from
Tsukuba University in 2009. He is a principal
researcher at Cloud System Research Laborato-
ries in NEC Corporation. His research interests
include ad hoc network, delay tolerant network
and information centric network. He is a mem-
ber of IEEE.

Miki Yamamoto received his B.E., M.E.,
and Ph.D. in communications engineering from
Osaka University in 1983, 1985, and 1988. He
joined the Department of Communications En-
gineering at Osaka University in 1988. He
moved to the Department of Electrical Engineer-
ing and Computer Science of Kansai University
in 2005, where he is a professor. He visited the
University of Massachusetts at Amherst in 1995
and 1996 as a visiting professor. His research in-
terests include multicast communications, high-

speed networks, wireless networks, and the evaluation of performance of
these systems. He is a member of IEEE, ACM, and IPSJ.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


