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SUMMARY  Mirroring of network servers has been consid-
ered to be effective for load balancing. However, the cost of
setting up new mirror servers is enormously high. In this pa-
per, we propose a dynamic file allocation model with a simple
mirroring function for handling significant changes of network
traffic in the Internet. According to the load fluctuation, we can
dynamically reallocate files using this model. We show that our
model accomplishes satisfactory performance and reduces cost by
adding a simple mirroring function to all existent servers instead
of setting up mirror servers afresh.
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1. Introduction

There has been an explosive increase in the number of
users in multimedia networks, particularly on the Inter-
net. Furthermore, network services which enable users
to connect to the Internet using mobile computers in-
cluding cellular phones are spreading rapidly. This is
causing network servers to become overloaded, and we
are faced with several essential issues, such as the de-
cline of reliability, the increase of access delay, and so
on. In finding a solution for these issues, the mirror-
ing of network servers has been considered and various
studies relative to these issues have been carried out
widely. Several mirror servers, which store copies of
files and have the same function as network servers,
have been set up in networks for the purpose of load
balancing.

Distributed allocation of mirror servers results in
prompt access by users and improvement of system re-
liability. The authors have studied the reliability-based
optimal allocation of mirror servers and concluded that
there are benefits in assigning as many mirror servers
as possible in terms of system reliability [10], [12]. How-
ever, it is also true that distributed mirror allocation
causes the cost of setting up mirror servers and manag-
ing the whole system to increase. Also, there have been
many works on file allocation which have not taken into
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consideration the load fluctuation across time [1], [4]-
[12]. These studies consider the situation that the net-
work traffic pattern is steady. However, in fact, the
user access pattern changes from moment to moment.

Considering these issues, we propose a dynamic
file allocation model. This model is characterized by
the following two points; a simple mirroring function
and the dynamic file allocation according to the load
fluctuation, using this function.

First, we add the simple mirroring function to all
existent servers. In this study, we add disk space, which
enables the dynamic updating of files, to each server in-
stead of setting up mirror servers afresh. This means
that each server has both (A) disk space which holds
specific files for a long period and (B) disk space where
it is permitted to update files dynamically. We assume
that spaces (A) and (B) are called static space and dy-
namic space, respectively. Both the static space and the
dynamic space, particularly the dynamic space, have
capacity restrictions. It is assumed that each server
deletes preferentially from the oldest files or files that
have been least accessed by users, if the total size of
files exceeds the capacity of the dynamic space at the
server.

Second, we introduce a dynamic file allocation al-
gorithm into this model. In practical systems, it is im-
portant how to allocate files dynamically on networks
according to the temporal fluctuation of user access.
This algorithm works only for the file allocation in the
dynamic space. We describe the details of the algorithm
in Sect. 2.3.

In this paper, we show that this model can accom-
plish sufficient performance and reduce cost by adding
a simple mirroring function to all existent servers in-
stead of setting up servers afresh. This model enables
us to evaluate various characteristics concerning load
fluctuation.

In this paper, we introduce the optimal dynamic
file allocation model with simple mirroring function in
Sect.2. In Sect.3 we show the numerical results ob-
tained by the dynamic file allocation method. Finally,
we conclude this paper in Sect. 4.
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2. Dynamic File Allocation Model with Simple
Mirroring Function

2.1 System Model

Figure 1 shows an example of a system model used in
this work. We give a topology of a network by an adja-
cency matrix A, whose elements have weights relating
to the distance between a pair of nodes. We calculate
the shortest path matrix Q(g;;), and formulate the cost,
the reliability, and the delay using the matrix Q. This
enables us to deal with various kinds of network struc-
tures, including tree structures and mesh structures. In
addition, we may take into account problems related to
communication costs and delays by using the weight of
the distance.

There exist n servers in the system, and each server
is denoted by N; (1 £ ¢ < n). It is assumed that all
nodes originally function as both routers and servers,
which hold their own original files as well as copies
of the original files on other servers. It is assumed
that each user in the system is connected to one of
the servers, called a local node. The users connected
with the server N; are called i-users. Server N, has
the storage capacity of B;. As mentioned before, each
server has dynamic space and static space. S_.CAPA,;
is the capacity of the static space at the server N; and
D_CAPA,; is the capacity of the dynamic space at the
server N;. That is, B; = S.CAPA; + D_.CAPA,.

The number of distinct files in the system is m, and
each file is denoted by My, (1 £ k < m). The maximum
number of copies of the homogeneous file M}, that can
exist in the whole system is denoted by r,. Also, it is
assumed that the size of the file M}, is denoted by F}.
Each server can store these files as long as the total
size of files does not exceed the storage capacity. Each
server has only one copy of the same kind of file.

File access flow to server N; at time t is denoted

Fig.1 An example of a system model (n = 6).
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by a;(t). Also, let P, (t) denote the access probability
from i-users for the files My, at time t (3°, Pix(t) = 1).
The parameter P (t) determines the traffic matrix in
the system at time t.

Moreover, we define \; as the failure rate of a server
N;, p; as the service rate, and e;; as the communica-
tion rate of a link between servers N; and Nj;. In this
paper, it is assumed, for analytical simplicity, that the
communication rate of each link has the identical value
E. We also do not consider the case of the failure of
individual links in networks.

2.2 Formulation

Our objective is to dynamically find the optimal file
allocation such that the total cost in the whole system
per unit time is minimized. In this model, we formulate
the optimization problem of dynamic file allocation, in
which the total cost in the whole system is minimized
subject to the system reliability and the communication
delay as restrictive conditions. We define two types of
0-1 variables and formulate this optimization problem
as a 0-1 integer programming problem using these 0-1
variables

e The variables on the allocation of files in static

space Xk [1].

1 (the file M}, is stored in
the static space of the server IV;)
0 (otherwise)

Xik=

(1)

e The variables on the allocation of files in dynamic
space Yi(t).

1 (the file M} is stored in
the dynamic space of the
the server N; at time t)

0 (otherwise)

Yir(t) = (2)

2.2.1 Primary Conditions

Under the assumptions presented in Sect. 2.1, we add
the restriction on the maximum number of copies and
the capacity restriction as primary conditions.

1. Restriction on the maximum number of copies
It is assumed that the maximum number of copies
of the homogeneous file M}, that can exist in the
whole system is r, that is

1< (Xik + Yi(t) S 7 (3)

2. Capacity restriction
Each server NV; can store files so long as the total
size of files does not exceed the capacity of the
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node, that is

Z XiF, < S.CAPA;
k

D Yi(t)F £ D.CAPA, (4)
k

2.2.2  Objective Function

We formulate the total cost per unit time in the whole
system as the objective function. In this paper, we
define the total cost as the cost required to manage
the whole system per unit time. It is assumed that
the total cost C(t) consists of the storage cost CS(t),
the communication cost CT'(t) and the reallocation cost
CR(t). The total cost is as follows.

C(t) = CS(t) + CT(t) + CR(t) (5)

Next, we give full details of the storage cost, the
communication cost and the reallocation cost.

1. Storage Cost CS(t)
We assume that the storage cost is required for
each server to store files per unit time. It is charged
on the basis of unit time, and is not dependent on
the frequency of accesses. In this study, the stor-
age cost depends on the size of all files stored at
a server. Let C's be the storage cost coefficient,
which has a fixed value that is common for all

servers.
=522 (X

2. Communication Cost CT(t)

We assume that the communication cost is re-
quired to communicate between a user site and
his/her requested file site per unit time. For ex-
ample, when an i-user accesses a file My, the com-
munication cost will be the cost of communicating
between an i-user and a server that stores the file
M. If a local server N; stores the file M}, the
communication cost is the cost required to commu-
nicate only between an i-user and the local server.
Also, if a file requested from a user is not stored
in the local server and several remote servers store
the file, the user accesses the servers that are the
shortest distance from the local server. Let Ctt be
the communication cost coefficient that has a fixed
value that is common for all files.

Using this coefficient and 0-1 variables X
and Y (t), we formulate the communication cost

as follows.
=33 ((1= (1= Xu) (1 = Yir(1)))
ik

+ (1= Xix) (1 = Yir(t))
(1= (1= Xn) (1= Yi(0))ain)

ik + Yie(t)) Fi (6)
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- CttFro (t) Pig(t) (7)

Here, it is assumed that the index h equals the
value that minimizes the following function on the
positive side. That is, the function hpy,(h) in
Eq. (8) is the function that indicates the subscript
of the server which minimize the right-hand side
of this equation, that gives the distance from the
local server. ¢;;, is an element of the shortest path
matrix Q and denotes the distance between a local
server S; and a remote server S,

hmin(h) = (1_(1_Xh,k) (1_th(t))) *qih (8)

3. Reallocation Cost C'R(t)

We assume that the reallocation cost is required
for each server to reallocate files according to the
load fluctuation per unit time. In this paper, the
reallocation of files means the addition or deletion
of files in each server. This cost includes the cost
to process the reallocation such as addition and
deletion of files and the cost to transmit files to be
reallocated. The reallocation cost is as follows.

)= Y Cr[Yu(t)=Y(t=1)|Fx  (9)
7 k

Here, Cr is the reallocation cost coefficient which
is common for all files.

2.2.3 Restrictive Conditions

We formulate the system reliability and the communi-
cation delay as the restrictive conditions for the optimal
dynamic file allocation problem.

1. System Reliability R(t)

The system reliability is the reliability per unit
time in the whole system. In this paper, we define
the system reliability as the mean of the success
rate of each access from each user to each file. We
consider all required servers to complete the access
from each user to each file, and calculate the relia-
bility of the combination of these servers using the
reliability of each server as the success rate of each
access.

Using common probability formulas [2], [3],
the reliability of a server S; is formulated as fol-
lows.

Ri(t) =exp | -\ Z Z ot ]kF}‘
(2n(1- 0= X0 0= Vet - 9)

#0850 (1= X (1= Yu(0) Aun + 6)

(10)
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Here, Aj; is defined as follows (Kronecker’s delta);
if j = 4, the value of Aj; is equal to 1; otherwise,
the value of Aj; is equal to 0. Index h is equal
to the value that minimizes Eq. (8) on the positive
side.

In Eq. (10), the term Aj; (1—(1 — Xjx) (1 — Y;(t))
- B) refers to the case of accesses from local users,
and the term (1 — Aj;) ((1 — Xjk) (1 = Y(t)) A
+ [3) refers to the case of accesses from remote
users.

We may guess that remote access causes greater
load since several nodes have to relay the access.
We introduce 3 as the coefficient that represents
the difference in the amount of load between local
access and remote access due to this fact.

Using this server reliability, we calculate the sys-
tem reliability. In the following, we describe the
procedure of the calculation.

Step.1 We calculate R_path as the reliability of
all servers that are required to be available
for the user to succeed in accessing each file
as follows. In the case that there exist several
servers which store the file requested by the
user, we calculate R_path for all paths from
the user to these servers.

R_path = [ ] Ri(t) (11)

Step.2 In the case that there is only one server
which stores the requested file, we calculate
R_temp(j, My,) as the success rate of the ac-
cess from j-user to the file My, as follows.

R_temp(j, M) = R_path (12)

Otherwise, R_temp(j, My,) is as follows.
R_temp(j, M) =1 —H (1—R_path) (13)

Step.3 We calculate the mean of R_temp(j, My)
as the system reliability per unit time R(t).

B Zj > Rtemp(j, My)

R(t) - 2 Rmin

(14)

n-m

Here, we define Ry, as the minimum system relia-
bility. The system reliability has to be larger than
or equal to Rpin.

Communication Delay DT(t)

The communication delay is the time spent in the
communication required for a user to access a file.
The communication delay is denoted by DT(t):

DT(t) = 33 ((1= (1= Xu) (1= Yis(1))
i k

+ (1 = Xig) (1 = Yig(t))
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(1= (1= Xp) (1= Yh,k(t)))(lh)
Dttai(t)Pu(t) € DT (15)

Here, we define DT,,,x as the maximum communi-
cation delay, and DT'(t) must not exceed DTy ay.
Dtt is the communication delay coefficient which
has a fixed value that is common for all files. It
is also assumed that index h equals the value that
minimizes the function f,,;,(h) (in Eq. (8)) on the
positive side, too.

2.3  Dynamic File Allocation Algorithm

In the dynamic file allocation problem, it is important
how files are optimally allocated in networks accord-
ing to temporal fluctuation of user accesses. If we keep
the initial file allocation regardless of load fluctuation,
user accesses become more likely to rely on the remote
servers and the communication cost increases. Also,
this causes user accesses to be concentrated at partic-
ular servers. Therefore, the allocation of files needs to
be updated according to the load fluctuation. In this
model, we introduce a dynamic file allocation algorithin
for this purpose.

If we apply conventional methods directly to the
dynamic file allocation, the optimization of file reallo-
cation in the entire system has to be executed at every
unit time to deal with load fluctuation. In our pro-
posed dynamic file allocation model with simple mir-
roring function, we need to reallocate files only in lim-
ited space, that is, dynamic space. We aim to reduce
the reallocation cost that is required to reallocate files
by using this simple mirroring function instead of re-
placing all files in the entire system.

In the following, we describe the dynamic file al-
location algorithm using the simple mirroring function
in our proposed model.

2.3.1 Initial File Allocation

First, it is assumed that the file allocation in the static
space is performed randomly. On the other hand, in the
dynamic space, no files are allocated at the beginning.
Then as long as the total size of files does not exceed
the capacity of the dynamic space at each server, those
files are stored according to their popularity among lo-
cal users. In other words, the files that are the most
frequently accessed are kept on the server.

2.3.2 File Reallocation in the Dynamic Space

After the initial allocation of files is determined, the
user accesses momentarily change as time goes by. Each
server starts to store files according to their popularity
among its local users, as the user access pattern varies.
If the dynamic space at the server is not still filled with
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files, those files can be stored without any problems;
otherwise, each server has to delete preferentially start-
ing from files accessed the least among the files stored
at the server, and replaces an old one with the new
one. This is the way each server reallocates files. In
this model, we consider the cost required for reallocat-
ing files. We may guess that replacing all files is not
always the optimal choice.

2.3.3 Dynamic File Allocation Algorithm

In the following, we give a description of the algorithm
of dynamic file allocation. As described in Sect. 2.2, we
formulate the optimization problem of dynamic file allo-
cation as a 0-1 integer programming model. However,
the 0-1 integer programming model is famous for its
combinatorial explosion and it is well-known that when
using an exact method, the scale of problems which can
be practically solved is limited and it takes a very long
time to solve even small problems. In this model, we
optimize the dynamic file allocation using the Greedy
Method [8] as the approximate method. Namely, we ap-
ply the Greedy Method to the dynamic space of each
server to dynamically optimize file allocation using a
simple mirroring function. In the Greedy Method, we
take the access frequency to files as the local critical val-
ues, that is a(t) x P (t), which is denoted by Af(t)
hereafter. In [8], it has been ensured that this Greedy
Method is a very efficient algorithm in terms of both
accuracy and computing time.

Step.0 [Initial allocation] We fix the variable Y, (t) =
1 in the order of the value of the corresponding
access frequency Afir(t), so long as all restrictive
conditions are satisfied.

Step.1 As one unit time passes, execute the dynamic
file allocation, the procedures of which are de-
scribed from step 2.

Step.2 Calculate the access frequency A f;i(t) for each
file at time t.

Step.3 Sort the variables Y () in the decreasing order
of the corresponding A f;x(t).

Step.4 Repeat the procedures from steps 5 to 9 un-
til the last variable of the sorted sequence in the
previous procedure.

Step.5 Fix the variables Y;(t) = 1 for the file whose
access frequency Afir(t) is maximum at this time.

Step.6 Check whether the capacity restrictive condi-
tion is satisfied or not. If the capacity restrictive
condition is not satisfied, we fix the variables to 0
for the file whose access frequency is minimum,

and we fix the variables Yz (¢t) = 1 for the file
whose access frequency A fir(t) is maximum. Fix
Afu(t) = 0.

Step.7 Check whether the rest of the restrictive con-
ditions are satisfied or not. If the restrictive con-
ditions are not satisfied, we return the value of the
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variables Yjx(t) to 0, and go back to step 5.

Step.8 Compare the variable Y;;(t) with the variable
Yir(t — 1). If their values are different, we calcu-
late the reallocation cost. Otherwise, we do not
calculate the reallocation cost.

Step.9 Calculate the total cost C(t) for the current
allocation determined in the previous procedures,
and commit the file allocation with the total cost
to the memory.

Step.10 We select the file allocation that has the min-
imum total cost among all allocations calculated
in step 9, and consider it as the optimal solution
at time t.

3. Numerical Results and Considerations

3.1 File Allocation Methods for Performance Compar-
ison

In order to demonstrate the usefulness of our optimal
dynamic file allocation model, we compare three mod-
els, that is the proposed simple mirroring model (I),
the conventional model (II) and the static allocation
model (IIT). In the static allocation model (III), the
initial file allocation is determined randomly, and then
the allocation of files is fixed regardless of the temporal
fluctuation of user accesses. In the following, we give
details of the conventional model (IT).

Conventional Model

In contrast to the proposed simple mirroring model,
in which we reallocate files only in limited space, that
is dynamic space, the conventional model reallocates
files in the entire system. Namely, in the conventional
model, the optimization of file reallocation in the entire
system (i.e., reconfiguration) is executed at every unit
time to deal with load fluctuation. Similarly to the
simple mirroring model, we apply the Greedy Method
(8] to the optimization of file allocation.

Here, we similarly consider the total cost as the ob-
jective function of the optimization. The total cost in
this model includes the reconfiguration cost instead of
the reallocation cost in our proposed model, as well as
the storage cost and the communication cost. The re-
configuration cost is the cost of reconfiguring the entire
file allocation in the system per unit time and consists
of the reallocation cost and the management cost of
coping with the reconfiguration.

The conventional model first determines the ini-
tial file allocation randomly. Next, at every unit time,
the entire file allocation is reconfigured according to
the access pattern at that time so that the total cost
is minimized subject to the system reliability and the
communication delay.
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3.2 System Parameters for Numerical Results

We quantitatively show the general characteristics on
the load balancing by the dynamic distributed allo-
cation of files. Here, we consider the system param-
eters as follows. There exist 20 servers (n = 20),
and the capacity of each server is 200 [Gbyte] (B; =
200000,1 < i < 20). Here, the rate of the dynamic
space is 25% (50 [Gbyte]). Also, there exist 500 kinds
of files in the whole system (k = 500), and the size
of each file is 1[Gbyte] (Fj, = 1000,1 < k < 500).
The number of copies of files that are allocated in the
whole system at each server on the initial allocation is
3 (rx = 3,1 < k £ 500). Moreover, in this study, we in-
troduce the following log-normal distribution (Eq. (16))
to the access distribution to each server (Fig.2). The
access distribution is expressed by using a function of
log-normal distribution. This function is appropriate
to assume for the situation such as video on demand,
where the user access flow to a file is likely to take
the largest value when it becomes available and then
it becomes smaller with time. Also, in this situation,
the time between when the file becomes available and
when the user access flow takes the largest value and
the value it takes when it is the maximum are not uni-
form. This function is capable of representing a range
from a burst of access to relatively gentle access.

A (2 loslt=t) =)
V2o (t—t;) 202
(t=t) (16)

(.I‘,;(t,t',j) =

If t <t;, a;(t,t;) is equal to 0. Here, we define t; as the
time of initial generation on each access flow, A; as the
variables that indicate a scale of each server, v as the
mean, and o as the variance.

In addition, to make the change of popular order of
files natural to some degree, the log-normal distribution
is also applied to the access probability Pix(t). First, we
generate a variety of access distributions of the number
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Fig.2  Access flows at each server.
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of all combinations of servers and files and assign them
one by one. Next, the values of each access distribution
at each time are compared and the popular order is
applied to Pjr(t). Eventually, according to the Zipf’
law, the access probability to the file M, from i-users
is assigned based on the order.

We obtain the concrete assignment of files to
servers as the optimal solution at cach time. On the
basis of this assignment, we calculate the total cost.
the system reliability, the communication delay. and
so forth. We describe our cousiderations regarding the
optimization results using these criterions.

3.3 Performance Comparison

Our objective is to reveal that the proposed dynamic
file allocation model with simple mirroring function can
reduce the total cost while keeping the system reliabil-
ity sufficiently high and the communication delay suf-
ficiently low. It can be easily imagined that when not
using a simple mirroring function, file reallocation in
the entire system at every unit time causes a serious
increase in the cost. Here, we show the characteris-
tics of the cost, system reliability, and delay when us-
ing our proposed model, the conventional model and
the static allocation model, respectively. By compar-
ing our proposed model with the conventional model.
we show that without much degradation of system reli-
ability and delay, the cost is decreased when using our
proposed simple mirroring model.

3.3.1 Cost Characteristics on Load Fluctuation

Here, we show the characteristics of the total cost on
the load fluctuation.

In Fig. 3, we show the total cost in three models vs.
unit time. As seen in this figure, the total cost in model
(II) is much larger than the others. This is because
the cost of reconfiguring the entire file allocation is ex-
tremely high. When we compare model (1) to model
(III), the cost of the latter is scen to be larger. This
is because more users tend to access the remote servers

250000
—— Simple mirror model (1)
200000 = --Conventional model (II) Loy
« - Static allocation model (1II) ?‘!’:":,l .

150000

100000

Total Cost C(t)

50000

0 20 40 60 80 100
Unit Time ¢

Fig.3 Cost characteristics on load fluctuation.
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Reliability R(t)

_—:—uSimpleWmirv:r model (1) A N ‘
08 = Conventional model (II) ¢
: -+ Static allocaion model (IIl)

075 L . . ‘ — ]
0 20 40 60 80 100
Unit Time t
Fig.4 Reliability characteristics on load fluctuation.

and the communication cost increases due to the fixed
file allocation. Consequently, it is obvious that our dy-
namic file allocation model can reduce costs by adding
a simple mirroring function.

3.3.2  Reliability Characteristics on Load Fluctuation

We show the characteristics of the system reliability on
the load fluctuation.

In Fig. 4, we show the system reliability in the three
models vs. unit time. As shown in this figure, when
the access frequency increases as time passes, the sys-
tem reliability in model (III) decreases markedly. It is
considered that the load of user accesses cannot be dis-
tributed due to the fixed allocation of files. However,
the load of user accesses can be distributed in the case
of using the simple mirroring. The system reliability in
the case of model (II) is the best, since the complete
optimization is exccuted at each time. On the other
hand. the system reliability in the case of model (I)
is somewhat inferior to that in the case of model (I1).
However, we can still maintain sufficiently high system
reliability with our proposed model (I), considering the
reallocation of files in the limited space compared to
model (I1).

Consequently, while our proposed model is slightly
inferior to the conventional model in terms of system
reliability, the fact that cost performance is fairly good
indicates that our proposed simple mirroring model is
sufficiently useful.

3.3.3  Delay Characteristics on Load Fluctuation

We show the influence of the characteristics of the com-
munication delay on the load fluctuation.

In Fig. 5, we show the communication delay in the
three models vs. unit time. As we may see from this
figure, the communication delay in model (I1I) is longer
than those of the other models. We consider that this
is because more users tend to access the remote servers
due to the fixed allocation of files. On the other hand,
we can imagine that in model (I) and model (I1), files
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Fig.5 Delay characteristics on load fluctuation.
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Fig. 6
space.

Reliability characteristics with different size of dynamic

which are more frequently requested by users are allo-
cated at their local servers. Our proposed model can
also keep the communication delay sufficiently small.

3.4 Characteristics on Simple Mirroring Function

In this section, in order to show more details of the
performance of the simple mirroring model, we com-
pare characteristics between models with differing sizes
of the dynamic space. Here, we compare three cases,
i.e., 10.0% of the total storage capacity (20[Gbyte]),
5.0% (10 [Gbyte]), and 1.0% (2 [Gbyte]). Similarly, we
evaluate the system reliability, the cost, and the delay.

First, in Fig.6, we show the system reliability in
the three cases vs. unit time. As seen in this figure,
the performance in the case of a larger dynamic space
is better than those of the other cases. This is because
it is possible to execute the reallocation of files that
is more beneficial for user accesses due to an increase
in the number of files that can be reallocated as the
dynamic space becomes larger.

Second, in Fig.7, we show the total cost in the
three cases vs. unit time. As seen from this figure,
the performance in the case of larger dynamic space is
slightly better for the similar reason.

Third, in Fig. 8, we show the communication delay
in the three cases vs. unit time. Similarly in this figure,
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Fig.7 Cost characteristics with different size of dynamic space.
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Fig.8 Delay characteristics with different size of dynamic
space.

the performance in the case of a larger dynamic space is
somewhat better. We may consider that this is because
fewer users need to access the remote servers due to an
increase in the number of files that can be reallocated
as the dynamic space becomes larger.

As a result, we may conclude that since there are
hardly any differences in the cost among the cases, it
would be better to assign as large a dynamic space as
possible to realize better performance.

3.5 Reconfiguration Point of File Allocation

In the previous section, we showed that our proposed
dynamic file allocation model is sufficiently useful.
However, as seen from the results above, our proposed
model becomes less useful in terms of cost, system re-
liability, and delay as time goes by. It would be even
better to reconfigure the entire file allocation periodi-
cally. In this section, we attempt to find the best timing
for the reconfiguration. The characteristics shown in
Figs.3, 4, and 5 are based on one access pattern (pat-
tern 1). Here, we generate randomly two other access
patterns in order to investigate more generally how we
should determine the reconfiguration point.

First, in the case of pattern 1, the cost performance
in our proposed model degrades significantly from time
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t = 65. It is considered that this is because there is a
limit when dealing with the temporal fluctuation of user
accesses by reallocating files only within the limited
space, that is, the dynamic space.

Next, the time when the performance of our model
reaches the limit, that is, “limit point” in the other pat-
terns, can be seen in Figs. 9 and 10. The limit point in
pattern 2 is near ¢+ = 60, and in pattern 3, it is near
t = 57. In this study, we consider that it might depend
on the accumulation of access flow when the perfor-
mance of our model is degrading. Therefore, we calcu-
late all access ows «(t) at each time and the total value
until each time is defined as the accumulation of access
flow ayotai(t). In Fig. 11, we show the accumulation of
access flow in each access pattern.

According to each limit point described above, we
can locate the reconfiguration point in each access pat-
tern in Fig. 11. Namely, we can obtain the accumula-
tion of access flow ayoqi(t) corresponding to the limit
point in each pattern. In pattern 1, o (#)when
t = 65 is nearly equal to 200000, in pattern 2, aopq(t)
when ¢ = 60 is nearly equal to 182000, and in pattern 3,
Qtotal(t) when t = 57 is nearly equal to 200000. There-
fore, in our proposed dynamic file allocation model, it
is considered that the entire file allocation, including
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the static space, should be reconfigured when the accu-
mulation of access flow reaches about 190000.

4. Conclusions

In this paper, we have proposed a dynamic file alloca-
tion model with a simple mirroring function. In this
model, we have formulated the dynamic file allocation
problem such that the total cost is minimized subject
to the reliability and the delay, as a 0-1 integer pro-
gramming model. As a result, we have shown that our
model enables cost reduction while accomplishing satis-
factory performance. We can conclude that our optimal
dynamic file allocation model with a simple mirroring
function is very useful in evaluating various essential
issues associated with the load fluctuation in multime-
dia networks such as the Internet. In addition, we have
found the reconfiguration point of the entire file alloca-
tion to make our model even more useful.
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