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SUMMARY In this paper, we consider optimal mirror al-
location problems for the purpose of load balancing in network
servers. We focus on constructing high-reliability networks and
propose the optimal mirror allocation model such that the sys-
tem reliability is maximized subject to costs and delays, in view
of the trade-off between the reliability and cost. This optimiza-
tion model is capable of dealing with various kinds of network
topologies, although for simplicity, we assume the read-only situ-
ation. We formulate this optimization problem into a 0-1 integer
programming model, and we use an approximate method for nu-
merical analysis in order to analyze more large-scale systems.
Our objective is to find the optimal mirror allocation by solving
this model, and to show quantitatively the general characteris-
tics of the load balancing and the improvement of the system
reliability by the distributed mirror allocation.

key words: load balancing, reliability, mirroring, distributed
database system, Internet

1. Introduction

There has been an explosive increase in the number
of users in multi-media networks, particularly over the
Internet. Furthermore, the increasing traffic over these
networks to enable users to connect to the Internet from
mobile computers including cellular phones is spread-
ing rapidly. This causes network servers to become
overloaded, and we are faced with several essential is-
sues, such as the decline of reliability, the increase of
the access delay and so on [3],[5]. In finding a solu-
tion for these issues, the mirroring of network servers
has been considered and various studies concerning this
issue have been done widely. Several mirror servers,
which store copies of the same files and have the same
function as network servers, are set in networks for the
purpose of load balancing.

Distributed allocation of mirror servers results in
prompt access of users and improvement of system re-
liability. However, this causes the cost of setting up
mirror servers and managing the whole system to in-
crease. It is obvious that there is a trade-off between the
reliability and cost. In constructing effective networks
and providing emerging multi-media services, one of the
most important problems today lied in the allocation
of mirror servers and copies of files on the networks.
Though there have been many works on distributed file
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allocation for this purpose, most of them consider only
costs and delays, and do not consider reliability [7]-
[14].

We focus on constructing high reliability networks.
In this paper, We propose the Optimal Mirror Alloca-
tion Model such that the system reliability is maximized
subject to the cost and the delay, in view of the trade-
offs described above. In this model, we introduce a
0-1 integer programming formulation by setting the 0-
1 variables on the allocation of mirror servers and files
that exist on each server. We can find where each mir-
ror server should be, and the concrete assignment of
files to mirror servers [15].

Also, we give a network topology by an adjacency
matrix, whose elements have weights relating to the dis-
tance between a pair of nodes. Most of the studies con-
cerning the mirroring in networks consider only the tree
structure as a network topology [16], [17]. However, the
topology of current multi-media networks such as the
Internet is not limited to the tree structure. We need
to be able to consider other network structures. Our
model is capable of dealing with various kinds of net-
work structures, including tree structures, mesh struc-
tures, etc. In addition, we may take into account any
problems with regards to communication costs and de-
lays by using the weight of the distance. However, in
this paper, we assume the read-only situation for sim-
plicity and do not consider update costs and delays. we
consider this matter as our future work.

Our objective is to find the optimal mirror alloca-
tion by solving this model, and demonstrate quantita-
tively the general characteristics on the improvement of
the system reliability using the distributed allocation of
mirror servers.

In this paper, we introduce the optimal mirror al-
location model in Sect.2. In Sect.3, we present the
approximate method we use in order to deal with prac-
tical large-scale systems, and in Sect.4, we show the
numerical results by this approximate method. Finally,
we describe our conclusions in Sect. 5.

2. Optimal Mirror Allocation Model
2.1 System Model

We introduce a system model of a distributed system
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for the optimal mirror allocation (see an example in
Fig.1). We give a topology of a network by an adja-
cency matrix A, whose elements have weights relating
to the distance between a pair of nodes. We calculate
the shortest path matrix Q, and formulate the reliabil-
ity, the cost, and the delay by the matrix Q.

There exist n nodes in the system, and each node
is denoted by N; (1 < i < n). It is assumed that all
nodes originally function as routers. s nodes (s < n)
work as servers, which hold individual files, and the rest
of the nodes, say (n — s) nodes, may be mirror servers
of the s servers by storing all or a part of their files. In
the case that node N; is a server or a mirror server, it
has the storage capacity of B;. It is assumed that each
user in the system is connected to one of the nodes,
called a local node. The users connected with the node
N; are called i-users.

The number of kinds of files at each server N; is
m; (1 <i<s), and each file is denoted by M;;, (1 <
k < m;). Tt is assumed that the size of the file M
is denoted by Fjr. Each mirror server can store these
files as long as the total size of files does not exceed the
storage capacity.

1-users generate file access flow, where the av-
erage is «a; per unit time. Also, let P;j; denote
the access probability from i-users for the files M
(32, 2k Pijk = 1). The parameter P;j;, determines the
traffic matrix in the system. As mentioned above, it is
assumed in this paper that all file accesses are just to
read files, and we do not consider the updating of files.

Moreover, we define \; as the failure rate of a node
N;, u; as the service rate, and t;; as the communication
rate of a link between the nodes N; and N;. In this
paper, it is assumed for analytical simplicity that the
communication rate of each link has the identical value
t. We also do not consider the case of the failure of
each link in networks.
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2.2 Formulation

Our objective is to find the optimal allocation of mirror
servers such that the system reliability is maximized.
The reliability is a very important criterion to evaluate
distributed database systems. However, some systems
that optimize only the reliability is not very useful be-
cause the system may suffer from high costs and long
delays. We take into account the cost to set up mirror
servers, the total cost of managing the whole system,
and the communication delay as the restrictive condi-
tion. In addition, we would like to consider the MTTR
(mean time to repair), the detour of the path, etc. in
the future to analyze more accurately system behavior
where faults occur.

To formulate the optimal mirror allocation model,
we define two kinds of 0-1 variables. We formulate
this optimization problem as 0-1 integer programming
problem using the following 0-1 variables.

1. The variables on the function of nodes S;1,S;2.

1
511:{0

1
51'2:{0

The variables on the allocation of files X, ;i [4].

(the node N; is a server) (1)
(otherwise)

(the node N; is a mirror server)
(otherwise)

(2)

1 (the file M}y is stored in the node
Xijk = N;) (3)
0 (otherwise)

2.2.1 Primary Conditions

Under the assumptions presented in the previous sec-
tion, we add the following capacity condition as a pri-
mary condition. Each node N; can store files so long
as the total size of files does not exceed the capacity of
the node, that is

ZZXz’ijjk: < B; (4)
7k

2.2.2 Objective Function

We formulate the reliability per unit time in the whole
system as the objective function. In this paper, we
define the system reliability as the mean of the success
rate of each access from each user to each file. We
consider the required nodes to complete the access from
each user to each file, and calculate the reliability of
the combination of these nodes using the reliability of
each node as the success rate of each access. In the case
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that there are several paths between nodes, for the sake
of analytical simplicity, we take into account only the
shortest path. We should consider the detour of the
path in the case of path failure in the future.

In this paper, we assume that the user accesses
the node that has the shortest distance from the local
node, if a file requested from a user is not stored in the
local node and some remote nodes store the requested
file. Using common probability formulas [1], [2], [6], the
node reliability of a node N;, R;(S,X), is formulated
as follows.

R;(S,X)

— i1-exp(—,\i.zzm
ik

i

(A + (1= A5) (1 — Xjik)Ajn,) )

+5i2'exp<->\i':—_ZZ<XUk
T

a; PijeFik
+ Z Xijk (1 - ngk) Ain, - angijjk>>
9

Here, Aj; is defined as follows, and index h; and hy are
equal to the value that minimizes the following func-
tions on the positive side individually.

Aji=6(j—i):{(l) 8;3 (6)
hlnlin(hl) = Xhlik “qjh, (7)
h2min(h2) = Xhyjk - dghs (8)

In Eq. (5), the first term refers to the case where node
N, is a server, the second term refers to the case where
the node is a mirror server, and the third term refers
to the case the node only functions of a router. In
the case that each node works as only a router, it is
assumed that the failure rate of the node is equal to 0.
This means that the reliability of the node is equal to
1.

Using this node reliability, we calculate the system
reliability. In the following, we describe the procedure
of the calculation.

1. We calculate R_path as the reliability of all nodes
that are required to be available for the user to
succeed in accessing each file as follows. In the
case that there exist several nodes which store the
requested file from the user, we calculate R_path
for all paths from the user to these nodes.
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R_path = [ R: (9)

2. In the case that there is only one node which stores
the requested file, we calculate R_temp(j, M;) as
the success rate of the access from j-user to the file
M;,. as follows.

R_temp(j, M;x) = R_path (10)
Otherwise, R_temp(j, M;) is as follows.
R_temp(j, M;r) =1 — H (1 — R_path) (11)

3. We calculate the mean of R_temp(j, M;;) as the
system reliability Rj.

_ Zj >_i >i, Rtemp(j, Mix)

B n-y..m;

2.2.3 Restrictive Conditions

R (12)

We formulate the mirror cost, the total cost, and the
communication delay as the restrictive conditions for
the optimal mirror allocation problem.

1. Mirror Cost C'f

The mirror cost C'f is the primary cost to set up
mirror servers. This depends on the storage ca-
pacity of files on mirror servers. Let Cf,,.. be
defined as the maximum mirror set cost. Here, Cb
is defined as the capacity cost coefficient, and Cm
is the administration cost coefficient. Then, the
mirror cost is as follows.

Cf=>3 Sia-(Bi-Cb+Cm) < Cfinax (13)

2. Total Cost C'
The total cost is the cost to manage the whole
system per unit time. It is assumed that the to-
tal cost C' consists of the storage cost C's and the
communication cost Ct. Let C,,.. be defined as
the maximum total cost, and the total cost is as
follows.

C=Cs+Ct< Cmax (14)

Next, we give full details of the storage cost and
the communication cost.

e Storage Cost C's

We assume that the storage cost is required
for each node to store files. It is charged on
the basis of unit time, and it is not dependent
on the frequency of accesses. In this paper,
the storage cost depends on the size of all the
files stored at a node. Let Cs be the storage
cost, coefficient, which has a fixed value that
is common for all nodes.

Cs=Cs- ZZZXiijjk (15)
i J k
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e Communication Cost Ct

We assume that the communication cost is re-
quired to communicate between a user site and
his/her requested file site. For example, when
an i-user accesses a file Mji, the communi-
cation cost will be the cost to communicate
between an i-user and a node that stores the
file Mj,. If a local node N; stores the file
Mj, the communication cost is the cost to
communicate only between an i-user and the
local node. Also, in this paper, if a file re-
quested from a user is not stored in the local
node and some remote nodes store the file, the
user accesses the nodes that have the shortest
distance from the local node, as described be-
fore. We define Ctj;, as the communication
cost coefficient of the file Mj. It is assumed
that the communication cost coefficient Ctjy
is dependent on the size of the file Fji. Ctt is
the communication cost coefficient which has
a fixed value that is common for all files.

Ctjr, = Ctt- Fji (16)

By using this coefficient and 0-1 variables
Xijk, we formulate the communication cost as
follows.

Ct = Z (Z Z(XijkCtjk
7k

+(1- Xijk)Xh:;ijihg(:tjk)aipijk->

(17)

Here, it is assumed that index hs equals the
value that minimizes the following function on
the positive side.

h3mzn(h3) = Xh:;j/\" * Qihg (18)

3. Communication Delay Dt

The communication delay is that spent to commu-
nicate in accessing from a user to a file. If we let
Dt,, oz be defined as the maximum communication
delay, and the communication delay is as follows.
We define Dtj; as the communication delay coeffi-
cient of the file Mj,. It is assumed that the com-
munication delay coefficient Dt;; is dependent on
the size of the file Fj; and the communication rate
t.

Dt = Z (ZZ (Xijth]'k
i PR
+ (1 = Xijk) XnyjkQing Dtjk)aiPijk>
S Dt"’L(LﬁI.' (19)
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F

Dty = ~2 (20)
Here, it is also assumed that index hjs equals
the value that minimizes the function h3,,i,(h3)
(Eq. (18)) on the positive side, too.

3. Approximate Method

In the previous section, we introduced a 0-1 integer
programming model for the optimal mirror allocation
model. We use an approximate algorithm for the opti-
mization problem to deal with practical large-scale sys-
tems. In solving optimization problems, the algorithm
used is very significant. Our optimal mirror allocation
model belongs to the class of NP hard problems. Us-
ing an exhaustive search, we may solve only a small
model, and we may have to spend a long time to solve
even the small problem. In this section, we compare
the approximate method with the exhaustive search.

3.1 Approximate Algorithm

The approximate algorithm we use is based on the
Greedy Method [13], which finds feasible solutions by
directly fixing each variable on the basis of local criti-
cal values for contribution to an objective function. We
can easily imagine that more popular files are likely to
be distributed in distributed database systems. In this
paper, we take the access frequency to the files as the
local critical values, that is «; x Pj;, which is denoted
by Afjir hereafter. We fix the variable Xj;x = 1 in the
order of the value of the corresponding access frequency
Afjik, so long as all restrictive conditions are satisfied.
In the following, we describe our algorithm based on
the Greedy Method.

[Approximate Algorithm)]

1. First, we calculate the access frequency Afj, to
each file.

2. We sort the variables Xj;; in decreasing order of
Afjir.

3. We repeat the procedures from 3.1 to 3.5 until the
last variable of the sorted sequence in the previous
procedure.

3.1 Fix a variable X;; = 1 in a sorted order.

3.2 Check whether the primary condition is sat-
isfied or not. If the primary condition is not
satisfied, we return the value to 0, and go back
to the step 3.1.

3.3 Check whether the rest of restrictive condi-
tions are satisfied or not. If the restrictive con-
ditions are not satisfied, go back to the step
3.1.

3.4 Fix variables S;; and S;» on the basis of the
current values of X ;.
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Table 1  Traffic model.
[ Traffic Model | Mean Access Times a; | Access Probability P |

1 identical identical

2 identical random

3 variant identical

4 variant random
0% As illustrated, the value of the relative error of the ap-
03 b— e —— proximate method is less than approximately 0.3% in
\ 1o Trafc Model 2 all traffic models. In most cases, the relative error has
025 - a value under 0.1%. From these results, we can see that

\— |- Traffic Model 4
02

015 \ —

Relative Error (%)

370 375 380 385 390 395 400
Maximum Total Cost Cmax

Fig.2 A comparison of two algorithms.

3.5 Calculate the system reliability for the current
allocation determined in the previous proce-
dures, and commit the mirror allocation with
the system reliability to memory.

4. We select the mirror allocation such that the sys-
tem reliability is maximized for all allocation cal-
culated in step 3.5, and consider it as the approx-
imate solution.

3.2 Performance Evaluation

For the comparison between the approximate solution
and the optimal solution by the exhaustive search, we
assume four kinds of traffic models as shown in Table 1.

We define the relative error as the performance
measure as follows.

RelativeError(%)
optimal reliability — approximate reliability
optimal reliability
% 100 (21)

In Fig.2, We show the performance comparison
between the approximate method and the exhaustive
search for the above traffic models. Here, we consider
the system parameters as follows. There exist 5 nodes
(n = 5), and the capacity of each node is 20 [Gbyte]
(B; = 20000,1 < i < 5). There are 2 servers (s = 2),
and the rest of the nodes, say 3 nodes, may be mir-
ror servers. Also, there exist 2 kinds of files on each
server respectively (m; = 2,1 < ¢ < s), and the size
of each file is 30 [Mbyte] (Fix = 30). This figure shows
the relative error vs. the maximum total cost C,,qqz-

the approximate method is almost exact, and that it is
practical enough.

Moreover, we compare the average time it takes to
solve the optimization problem in Table 2. In this ta-
ble, we show the average time [second] each algorithm
takes in solving several kinds of scales of systems. Here,
we used Sun UltraSPARC II; (334 MHz) for the numer-
ical calculations. There is a remarkable difference be-
tween these two algorithms. In the case of the exhaus-
tive search, the average time increases exponentially as
systems scale. Therefore, the approximate method is
useful in view of the calculation time.

In the case of the exhaustive search, the scale of the
system model we can solve is basically limited to the
scale n = 5,s = 2,m; = 3. By using the approximate
method, we show numerical results of the optimization
problem for practical large-scale system models in the
next section.

4. Numerical Results and Considerations
4.1 System Parameters for Numerical Results

We show quantitatively the general characteristics on
the load balancing by the distributed allocation of mir-
ror servers. In our model, we may consider various
network environments such as the Internet, mobile net-
work, etc., by setting system parameters. Here, for ana-
lytical simplicity, we consider the system parameters as
follows. There exist 30 nodes (n = 30), and the capac-
ity of each node is 20 [Gbyte] (B; = 20000,1 < i < 30)
in case that the node is a mirror server. There are 10
servers (s = 10), and the rest of the nodes, say 20 nodes,
may be mirror servers. Also, there exist 10 kinds of files
on each server respectively (m; = 10,1 < i < s), and
the size of each file is 10-100 [Mbyte] (Fj; = 10-100).
However, we set the file size differently in the para-
graph of characteristics on mirror restriction. Also, we
assume the high rate of failure so that we can clearly
see the difference in the system reliability due to the
mirroring.

Considering the optimal mirror allocation prob-
lem, we define the number of mirrors in systems Nm
and the distribution rate of files Rdf for performance
measures as follows.
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Table 2 Average time comparison between two algorithms in traffic model 2 [sec].
I n l s I Zi m; | Combinations of Variables ” Exhaustive Search | Approximate Algorithms ]
412 4 28 0.13 0.00111
5 |2 4 212 41.07 0.00144
4 ]2 6 212 38.5 0.00171
412 8 216 12411 0.00289
5 2 6 218 234792 0.00351
1 1 ) 20
\ 18
os 0995 16
@
Zos & R
2 \ Z 099 12 2
& i :
§ 04 K] 02
& §o9ss 18 é'
02 ]TigL— @ 6 2
—e— System Reliability |
1 10 100 1000 i 2
Average Number of Accesses {
0975 - 0

Fig.3 Reliability characteristics on change of traffics.
Nm =Y S (22)
7

2520 2k Xjik
22 mi

Nm is the number of nodes which work as mirror
servers in the system. Rdf is the ratio of the num-
ber of all files allocated in the system to the number
of kinds of files. We obtain the assignment of mirrors
to networks, and files to nodes as the optimal solution.
On the basis of this assignment, we calculate the distri-
bution rates, the system reliability, the total cost, the
communication delay, etc. We describe our consider-
ations regarding the optimization results according to
these criterion.

Rdf = (23)

4.2  General Characteristics
4.2.1 Reliability Characteristics on Change of Traffics

Firstly, we show the characteristics of the system relia-
bility on the change of the average number of accesses
from users.

In Fig. 3, we show the system reliability vs. the av-
erage number of accesses for the different scales of sys-
tems, i.e. the number of nodes n equal to 50, 30. We set
the number of servers s as 10 here, as mentioned before.
In this figure, we assume that the restrictive conditions
do not affect the optimization at all, in order to inves-
tigate the influence of the change of traffic. As we may
see from this figure, the system reliability decreases,
as the number of accesses increase. This figure shows
quantitatively the decline of the system reliability as
the traffic increases.

14000 16000 18000 20000 22000 24000 26000 28000 30000 32000 34000 36000
Maximum Total Cost Cmax

Fig.4 An improvement of the system reliability by the mirror
distribution.

We may guess that the allocation of more mirror
servers can constrain such a decline of the system relia-
bility. Therefore, we show quantitatively the improve-
ment of the system reliability by the mirror distribution
in the following.

4.2.2  Characteristics Using Cost Restriction

We show the characteristics of the mirror distribution
using the restrictive condition of the total cost.

In Fig.4, we show the system reliability and the
number of mirrors vs. the maximum total cost C),q in
the case that the average number of accesses is equal
to 3. As shown in this figure, when C,,, is small, files
are not distributed in so many mirror servers and the
system reliability is low. When C,,,,. is large, that is,
the total cost restriction is not so tight, all nodes, which
can be mirror servers, work as mirror servers, and we
see improvement in the system reliability. We can ob-
tain the assignment of mirrors to networks, and files to
nodes as the optimal solution. From this figure, we see
clearly that the system reliability improves using the
mirror distribution. This result also illustrates quanti-
tatively the trade-off between the system reliability and
the total cost.

In Fig.5, we show the trade-off between the sys-
tem reliability and the total cost in more detail. This
figure shows the system reliability vs. the normalized
value of the maximum total cost for the different num-
bers of accesses, that is, 1, 5, 10, 50, 100. As shown
in this figure, the larger the maximum total cost, the
higher the system reliability. Also, in the case that the
average number of accesses has a larger value, the sys-
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Fig.5 A trade-off between the reliability and the cost.
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Fig.6 Distribution characteristics of mirrors based on the cost
restriction.
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Fig.7 Distribution characteristics of files based on the cost
restriction.

tem reliability is lower as mentioned in Fig.3. In the
following figures, we may see how mirrors and files are
distributed in this case.

Next, in Figs.6 and 7, we show the distribution
characteristics of mirrors and files using the total cost
restriction for the different values of the average number
of accesses. These figures show the number of mirrors
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Fig.8 A trade-off between the storage cost and the
communication cost.

Nm and the distribution rate Rdf vs. the normalized
value of the maximum total cost. In both figures, as
the average number of accesses becomes larger, more
files tend to be distributed on more mirror servers, so
that it will be disinclined to forward requested files from
remote servers, thus reducing the communication cost.
Also, as shown in Fig. 6, when the maximum total cost
is larger than 6, in all cases, the number of mirrors is
equal to 20, the maximum number of mirror servers.
This result means that mirror servers should be dis-
tributed as much as possible, in order to maximize the
system reliability. We may imagine that the number of
mirrors will increase if there are more nodes which can
work as mirror servers. On the other hand, as in Fig. 7,
as the total cost restriction becomes loose, the distri-
bution rate Rdf tends to settle down to the specific
value for each number of accesses individually. For ex-
ample, in the case that the average number of accesses
is equal to 1, 5 or 10, Rdf settles down to 5.58. This
result shows that each file should be assigned to five or
six nodes so that the system reliability is maximized,
under the above system parameters.

In Fig.8, we show the trade-off between the stor-
age cost and the communication cost. This figure shows
each cost and the distribution rate of files vs. the maxi-
mum total cost. Here, we set the average number of ac-
cesses to 3. As the maximum total cost becomes larger,
the distribution rate Rdf and the storage cost C's be-
come larger, while the communication cost Ct becomes
smaller. This tendency is due to the fact that files are
stored on more mirror servers to improve system relia-
bility.

4.2.3 Characteristics Using Delay Restriction

We show the characteristics of the mirror distribution
using the communication delay restriction. In Fig.9, we
show the system reliability and the number of mirrors
vs. the maximum communication delay Dt,,,.. Here,
we set the average number of accesses to 10. As shown
in this figure, when the maximum communication delay
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Fig.10 Distribution characteristics of files based on the delay
restriction.

is larger, the system reliability improves. On the other
hand, the number of mirrors Nm is not affected by the
delay restriction and always has an identical value 20,
which is the maximum number of mirror servers. This
result shows that we should assign as many mirrors as
possible to maximize the system reliability.

Next, in Fig. 10, we show the distribution charac-
teristics of files using the communication delay restric-
tion for different numbers of accesses. As the communi-
cation delay restriction becomes looser, the distribution
rate Rdf becomes smaller, while the system reliability
is improved as you can see in Fig.9. As we also see in
Fig. 7., the distribution rate settles down to the specific
value for each number of accesses. More files should be
distributed to more nodes to reduce the communication
delay when the restriction is more tight. As the restric-
tion becomes looser, fewer files are distributed and the
reliability of each node improves, since the number of
files on each node decreases.

From both figures in this section, we may see quan-
titatively the trade-off between the reliability and the
delay.
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4.2.4 Characteristics Using Mirror Restriction

We show the characteristics of the mirror distribution
using the restrictive conditions of the mirror cost and
the capacity of the mirror servers.

In Fig.11, we show the distribution characteris-
tics of mirrors and files vs. the maximum mirror cost
C fmaz- Here, we set the average number of accesses to
10. Also, in Fig. 12, we show the system reliability vs.
the maximum mirror cost C f,q. for the different values
of the average number of accesses respectively. As the
maximum mirror cost increases, the number of mirrors
and the distribution rate increase and the system relia-
bility improves. In the case that the mirror cost restric-
tion is tighter, all nodes are not able to work as mirror
servers and files cannot be distributed to more nodes.
However, as the mirror cost restriction becomes looser,
all nodes start working as mirror servers, which im-
proves the system reliability. This result clearly shows
the trade-off between the system reliability and the mir-
ror cost.

Next, we show the effect of the mirror capacity re-
striction. In Figs. 13 and 14, we show the distribution
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System reliability characteristics based on the capacity

rate of files and the system reliability vs. the mirror ca-
pacity B; for different values of the file size Fj. Here,
we set the average number of accesses to 3. As the
mirror capacity becomes larger, more files tend to be
distributed, and the system reliability improves. How-
ever, after the mirror capacity reaches a specific value,
we cannot see the variation in the distribution rate and
the system reliability. For example, in the case that
the maximum size of files is 300 [Mbyte], 4.5 Gbyte is
enough capacity for the optimal storage of files such
that the system reliability is maximized. When the
mirror capacity is larger than 4.5, the distribution rate
of files has an identical value 5.58, as described in the
paragraph on the characteristics using the cost restric-
tion. For analytical simplicity, in this paper, the num-
ber of kinds of files is set to a value still smaller than
that of real systems. In real systems, we must need
more capacity on the nodes for the optimal storage of
files.

From these numerical results, we see that there are
benefits in assigning as many mirror servers as possi-
ble, while the distribution rate of files is dependent on
various conditions. However, this result with regards
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to the number of mirror servers might be derived from
our read-only assumption. The more general situation
of updating files should be considered in the future.

5. Conclusions

In this paper, we have proposed the optimal mirror
allocation model for the purpose of load balancing in
network servers. In this model, we have formulated the
optimal allocation problem of mirror servers such that
the system reliability is maximized subject to the cost
and the delay, as a 0- 1 integer programming model. For
numerical analysis, we used an approximate method,
based on the Greedy Method in order to deal with
more large-scale systems. From comparison results be-
tween this approximate method and exhaustive search,
we have shown that this approximate method is very
useful in terms of accuracy and calculation time.

As for the numerical results, we have analyzed the
characteristics on load balancing using distributed mir-
ror allocation. We have quantitatively shown the gen-
eral characteristics, such as the improvement of the sys-
tem reliability using the mirror distribution, the trade-
off between the system reliability and the cost, the ef-
fects of the cost and the delay restriction, etc. In par-
ticular, we have obtained the followings results:

1. There are benefits in assigning as many mirror
servers as possible.

2. The extent of the file distribution is considerably
dependent on several conditions, such as the cost
restriction, the delay restriction, etc.

3. When systems are released from the restrictive
conditions, the distribution rate of files settles
down to a specific value. That is, we may be able
to find how many copies of each file are required to
be stored in the whole systems so that the system
reliability is optimized.

As a result, we can conclude that our optimal mirror
allocation model is very useful in evaluating various is-
sues in the construction of multi-media networks.

Our future work is to extend our model to a
stochastic model so that we can take into account time
dependent problems, such as MTTR (mean time to re-
pair), MTBF (mean time between failure), the detour
of the path, dynamic communication costs, etc. These
problems should be considered to analyze the system
behavior more accurately.
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