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SUMMARY In this paper, we study the optimal allocation of
multimedia files in distributed network systems. In these systems,
the files are shared by users connected with different servers ge-
ographically separated, and each file must be stored in at least
one of servers. Users can access any files stored in any servers
connected with high-speed communication networks. Copies of
the files accessed frequently are to be stored in several servers that
have databases. So, it is one of the most important problems how
to assign the files to servers in view of costs and delays. Consid-
ering these problems in heterogeneous network environments, we
present a new system model that covers wide range of multimedia
network applications like VOD, CALS, and so on. In these sys-
tems, it is obvious that there is trading-off relationship between
costs and delays. Our objective is to find the optimal file allo-
cation such that the total cost is minimized subject to the total
delay. We introduce a 0-1 integer programming formulation for
the optimization problem, and find the optimal file allocation by
solving these formulae.

key words:  distributed processing, distributed database system,
optimal file allocation, video on demand, multimedia information
network, heterogeneous network

1. Introduction

Recently, various information and communication ser-
vices have been provided to homes and individuals as
well as businesses, by the developments of multimedia
network technology and the wide usage of workstations
and personal computers. There has been a great trend
to shift from centralized systems to distributed systems.
We may easily imagine that it will be preferable to allo-
cate important and popular files in several servers dupli-
cately in view of the delay, system scalability, reliability,
and so on. In these distributed information networks
for multimedia services, each server is not necessarily re-
quired the same capacity, service rates and communica-
tion rates. Also, size of files, access rates from users and
rewriting rates to files are different in each subnetwork.
In addition, there is significant differences between the
local communication costs and the global communica-
tion costs in distributed systems. We should consider
various problems in distributed systems in view of het-
erogeneous network environments.

These distributed systems consist of several servers,
with multimedia databases, that separate to each other
geographically, and each server constitutes a subnetwork
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with a number of users. Each server is connected to one
another by a high-speed communication network, and
the whole system works as a distributed database sys-
tem. In these distributed database systems, files must
be stored in at least one of servers, and are shared by
several users connected with different servers. Users can
access any files stored in any servers. Copies of the files
accessed frequently are to be stored in several servers.
Then, in distributed systems, it becomes very important
problems which server stores the files required by users,
because there are remarkable differences in the distance
between to a local database and to the other databases.

Thus, we should consider if it is accessed frequently
or not, and find optimal allocation of files. Each server
should store the files that it accesses frequently to re-
duce the communication cost and delay. However, the
duplicated storage of the same files in the system cause
to increasing in the storage cost required to store them.
Also, there is necessity to keep the data consistency,
and then the rewriting cost is increasing. Moreover, we
should take account of the difference between the lo-
cal communication costs and the global communication
costs described above, which is an important element for
distributing files. We should consider the optimal file
allocation problem in view of these problems.

C.C.Bisdikian and B.V.Patel presented the optimal
file allocation to minimize costs in distributed VOD sys-
tems[2]. However, they did not consider delays. It is
obvious that there is a trading-off relationship between
costs and delays. Our objective is to find the optimal file
allocation such that the total cost is minimized subject
to the total delay in distributed systems.

It is necessary to introduce a new useful model,
which may be applied to heterogeneous network envi-
ronments, to find the optimal file allocation. In this
paper, we present a new system model that can evaluate
the optimization in considering the problems described
above. We may apply this model to various network en-
vironments, that is, capacity of server, communication
rates, etc., by controlling several parameters. Moreover,
we consider the consistency among the same files in this
model. This model covers wide range of multimedia
network applications such as VOD, CALS, and so on.
In addition, we introduce a O-1 integer programming
formulation for the optimization problem on the basis
of this model, and find the optimal file allocation by
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solving these formulae.

In this paper, first, we present a new model that
is applied to wide range of multimedia network appli-
cations in Sect.2. In Sect. 3, we formulate the optimal
file allocation problem as a 0—1 integer programming
in considering various elements of cost and delay in
view of problems presented above. In Sect.4, we show
the numerical results and discuss them from a number
of viewpoints. Finally, we describe our conclusions in
Sect. 5.

2. Model

We introduce a new model of a distributed information
network system that may be applied to wide range of
multimedia network applications.

In Fig. I, we show an example of a distributed in-
formation network system. As shown in Fig. 1, this sys-
tem consists of servers, users, files, communication lines,
and a high-speed communication network.

There exist s servers in the system. Each server is
denoted by S; (1 < i < s), and has the storage ca-
pacity of B;. It is assumed that each user of system is
connected with one of servers, which is called a local
server. The users connected with the server S; is called
i-users. In this system, each server is connected by the
high-speed communication network, and the whole sys-
tem works as a distributed database system. In addi-
tion, we consider the selection of communication lines
between servers and the communication network, since
quality and costs of communication are dependent on
what classes of lines we use mainly. There are u classes
of lines that we may select, which is classified accord-
ing to line quality and transmission rates. Each server
selects and uses a line of class n (1 < n < u). Each
subnetwork may take individual communication rates
by selection of lines.

Also, the number of multimedia files is m, and each
file is denoted by M}, (1 £ k < m). The maximum du-
plicate number of the file My is ry. It is possible to
allocate the same files in several servers, if the number

Corporation Network
Local Area Network

s-user

l-user

Server

Server

High-speed
Communication
Network

VOD Network

Fig. 1 A distributed information network system.
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of copies of the file M, is less than or equal to 7. It is
assumed that the size of the file M} is denoted by Fj,.
Each server can store these multimedia files so long as
the total size of files does not exceed the capacity of the
server.

I-users generate file access flow, where the average is
A; per unit time. This amount of flow generates queuing
time at servers. We should assume the queuing process
as M/G/1. In analyzing of M/G/1 systems, we have
to measure service distributions in the real systems, and
we decide several parameters, averages, variances, and
so on. However, we don’t have any practical evalua-
tions. Here we take M/D/1 for analytical simplicity
instead of M/G/1. The access sizes from i-users for the
multimedia files M}, is denoted by L;;. This access size
is less than or equal to the file size F},. Also, let P
be defined as the access probability from i-users for the
multimedia files My (3", Pix = 1). The parameter P,
determines the traffic matrix in the system. Especially, if
the access probabilities have the same value for the same
k, the system is file symmetric. Moreover, the probabil-
ity that i-users rewrite the file M is denoted by Pw;y.
We may discuss various kinds of multimedia network
applications according to the value of Pwj. If we con-
sider VOD system, we must determine that all Pw,; is
equal to zero. If Pw;; is more large, we may consider
that there happens to rewrite the files frequently, such
as CALS. In this paper, we apply the write-through
consistency protocol to the rewriting protocol.

To formulate the Optimal File Allocation Problem,
we define two major variables as follows.

1. The variables on the allocation of files X, [1].

~_ J 1 (M is stored in S;)
Xip = {() (otherwise) )

2. The variables on the selection of lines classes Yj,,.

1
}/’hl - {0

3. Formulation

(S; uses the line of class n)
(otherwise)

(2)

Our objective is to find the optimal file allocation such
that the total cost is minimized in the distributed system
defined in the previous section. The cost is very impor-
tant criterion to evaluate a distributed database system.
However, some systems that optimizes only the cost is
not so useful, because the system may require a great
total delay. This is why we take account of the total
delay as the restriction condition.

In this paper, we formulate! the problem to mini-
mize the total cost per unit time required in the whole

"In the following formulation, it is assumed that >, de-
notes the summation for servers in the system, Zk denotes
the summation for files in the system, and ) denotes the
selection of line classes.
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system, subject to the total delay in the whole system
and the facility cost.

3.1  Primary Conditions

Under the assumptions presented in the previous sec-
tion, we add the following three conditions as primary
conditions.

1. The number of copies of file My in the system is
less than or equal to ry, that is,

1< ZX;,k- Sy (3)

2. Server S; can store files so long as the total size of
files does not exceed the capacity of the server, that
is,

ZXik:Fk < B; (4)
%

3. Each server selects and uses one of u classes of lines
between servers and the communication network,
that is,

Y Yu=1 (5)

3.2 Objective Function

We formulate the total cost per unit time as the objective
function. It is assumed that the total cost C' consists of
four elements. Those are the communication cost Ct;p,
the server cost Crs;y, the storage cost C'st;, and the line
cost Crl;. The communication cost and the server cost
are required for each access from an i-user for a file My,
and we make the communication cost and the server cost
per unit time by multiplying by the average access rate
A;i from i-users to files per unit time. Also, a server S;
requires the storage cost and the line cost per unit time.
That is,

C =Y\ (Clix + Crsiy) + Cst; + Crl; | (6)
i k

2

We may find the optimal file allocation and the op-
timal selection of lines which minimize the total cost,
by solving this expression for X;; and Y;,, subject to the
conditions in the next subsection.

We give full details of the communication cost, the
server cost, the storage cost, and the line cost in the
following.
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3.2.1 Communication Cost

We assume that the communication cost is required to
communicate between a user site and a file site. For ex-
ample, when an i-user accesses for a file M}, the com-
munication cost Ct;; will be required to communicate
between an i-user and a server that stores the file M.
In this paper, this communication cost is the sum of the
cost required to communicate between an i-user and the
server S;, between the server S; and the communication
network, and between the communication network and
the server stored the file M;. If a local server S; stores
the file M;, the communication cost Ct;x is required
to communicate only between an i-user and the local
server.

Also, in this paper, if a file required from a user is
not stored in the local server and some remote servers
store the file, the user accesses the server that has the
minimum sum of the communication cost and the server
cost.

We formulate the communication cost Ct;, In an
access from an i-user to a file M. Let Ctl; be defined
as the local communication cost coefficient between an
i-user and a local server S;. Let Ctr;, be defined as the
remote communication cost coefficient between a server
S; joined to a line of the class n and the communica-
tion network. These coefficients have fixed values for
individual lines.

Ctir = (X Ctl; + Xf;;Cy ) Lir Pi (7)

Here, it is assumed that index j equals to the value that
minimize the following function on the positive side
(1£5<55s).

hlmin(j) = X£;; (Cyy; + Csaj) (8)

Csa; is the access cost coefficient required to serve at the
server S; as described in next passage. Also, we define
Xf;; and Cy;; as follows.

Xfy; = (1 - Xix) Xj 9
Cyij = Ctl; + Z CtrinYin + Z Ctranjn (10)

3.2.2 Server Cost

We assume that the server cost is required to serve at
the server in an access from a user for a file. Similarly,
if a file required from a user is not stored in the local
server and some remote servers store the file, the user
accesses the server that has the minimum sum of the
communication cost and the server cost.

We formulate the server cost Crs;, in an access
from an i-user to a file M. We consider three kinds of
costs.

1. The access cost required to serve at the server
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2. The rewriting cost required to rewrite files which
is increasing as the same file is stored duplicately

3. The relay cost that is required to relay when the
server does not have the request file from local users

The rewriting cost includes the cost required to
communication in rewriting. Let Csa;, Csw;, and Csr;
be defined as the access cost coefficient, the rewriting
cost coefficient, and the relay cost coefficient at the server
S; each other. They depend on the coefficient Crs;, that
is, Csa; = a - Crs;, Csw; = w - Crs;, and Csr; = r - Crs;.
We can select values of the coefficient a,w, r according
to systems. Here, let Crs; be the server cost coefficient
of the server S;, and this coefficient has a fixed value for
an individual server.

Crs;,
= (Xiszai + (1 - Xik)CSl’,‘ + sz-staj) LiijL'k.

+ (Z (Xlk.Cswl)> RCnf Py, Pwg, (11)
%1

Here, it is assumed that index j equals to the value that
minimize the function hl,,;,(j) (Eq.(8)) on the posi-
tive side, too (1 < j < s). Also, RCnf will be defined
as the local-global difference of the communication cost
in the next section.

3.2.3 Storage Cost

We assume that the storage cost is required for each
server to store multimedia files. It is required on unit
time basis and does not depend on the frequency of ac-
cesses. In this paper, the storage cost depends on the
size of all files stored at a server. We formulate the stor-
age cost Cst; of server S;. Let Cst be the storage cost
coefficient, which has a fixed value in common for all
Servers.

Cst; = CStZXiA:Fk (12)
k

3.2.4 Line Cost

We assume that the line cost is required to use a com-
munication line between each server and the high-speed
communication network. This is required on unit time
basis and does not depend on the frequency of accesses,
like the storage cost. Let Crl;,, be defined as the line cost
coefficient between a server S; joined to a line of the
class n and the communication network. We formulate
the line cost between a server S; and the communication
network.

Crl; = Z Crlin}/’in (13)
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3.3 Restriction Conditions

We formulate the total delay and the facility cost as
the restriction conditions for the optimal file allocation
problem. We find the optimal file allocation by solving
the objective function C' formulated above subject to the
following restrict conditions.

3.3.1 Total Delay

We formulate the total delay. It is assumed that the to-
tal delay consists of the communication delay Dt;,., the
service delay Dux;, and the rewriting delay Dw;. For
each access from an i-user for a file M;,, an i-user has
to spend these delays. Let D,,,.. be defined as the max-
imum total delay, and the total delay is as follows.

D=Y" ()\.,1 (Z Dtiy. + 1)w,,.> + /\TD;L-.,;)
i k
< Dias (14)

We will explain A} later (Eq.(19)). The average delay
Da is defined as follows.

D

[Communication Delay |

The communication delay is required to communicate
from a user to a file per an access. Let Dtl; be defined
as the local communication delay coefficient between
an I-user and a local server S;. Let Dtr,,, be defined as
the remote communication delay coefficient between a
server .S; joined to a line of the class n and the com-
munication network. We formulate the communication
delay Dt;; in an access from an i-user for a file M, as
follows. Here, it is assumed that index j equals to the
value that minimize the function h1,,;,(j) (Eq.(8)) on
the positive side, too (1 < j < s).

Dty = (XuDtl; + Xf£,;Dy ;) Lir Py (16)

Also, we define Dy; as follows.

Dyl? = Dt'l + Z Dtrmyiu + Z Dtrjn an (17)

n n

[Service Delay]

The service delay is required to serve a file by a user
per a service. We may assume this delay behavior as
M/G/1, and here we take M/D/1 for analytical simplic-
ity. We can formulate the service delay Dx; in a server
S; by the Pollaczek-Khinchin mean-value formula and
Little’s result[3]. A service in a server S; is assumed to
take the service time x; on average.

Ara?
Dzx; = x; + chad’

C2(1 = Ary) (18)
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Here, we do not use the flow \; but A7 as the mean
arrival rate. When we consider service in each server,
we should consider not only A; access on average from
local users but also accesses from users connected with
other servers. Thus, we formulate \¥ .

AT =N D 00— Y (XEApPyk)  (19)
i’ k

Here, it is assumed that j equals to the value that min-
imize the following function h2,,;,(j) on the positive
side (1 <j < s).

h2,,i0(5) = Xfj; (Cy;r; + Csa;j) (20)
; 1 (t=0
8(t) = {0 Ez‘, + 0% n

[Rewriting Delay ]

The rewriting delay is required to keep the data consis-
tency when the same file is allocated in more than or
equal to two servers. This rewriting delay is evaluated
per a rewriting from a user to a file and includes a delay
required to communication in rewriting. In this paper,
we apply the write-through consistency protocol. The
rewriting delay coefficient is denoted by Dw. We formu-
late the rewriting delay Dw; in rewriting from an i-user
to a file M.

Dw; = Z DwRDnf (Wi — 14+ 6 (Wy)) P Pwij
/‘.

(22)

Here, RDn f will be defined as the local-global differ-
ence of the communication delay in the next section.
Also, Wy, is the number of files in the whole system,
and denoted as follows.

W, = Z Xin (23)

3.3.2  Facility Cost

The facility cost is required to invest in setting up servers
and lines primarily. It depends on a capacity of a server
and the class of lines. Let C'f,,,.. be defined as the max-
imum facility cost. Here, Cf, is defined as the facility
cost coefficient of a line of class n, and Cb is defined
as the capacity cost coefficient. The facility cost is as
follows.

cf=>Y (Z Cf,Yin + Cbb’;) = Cluar (24

4. Numerical Results and Considerations

In this section, we show numerical results of the Opti-
mal File Allocation Problem formulated in the previous
section.
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4.1 System Parameters for Numerical Results

In Fig.2, we show the model of the distributed database
system. Here, we consider the system parameters as fol-
lows. There exist 4 servers (s = 4), and the capacity of
each server is 30 [Gbyte] (B; = 30000,1 < ¢ < 4). There
is | class of lines (u = 1), which is used between servers
and the communication network. Thus, we do not con-
sider the line selection in this paper. Also, there exist 6
kinds of multimedia files (m = 6), and the size of each
file is 5[Gbyte] (Fi = 5000,1 < k < 6). The maximum
number of copies of a file My, is less than 4 (r, =4). In
this paper, we consider the capacity of servers, the size
of files, and so on are identical for analytical symplicity.
However, we may deal with many kinds of multimedia
networks by controlloing these system parameters in our
model.

Considering the optimal file allocation problem,
we define the distribution rate Rd for performance mea-
sure as follows.

Rd = Zi Zk X”"’ (25)
m
Rd is the ratio of the number of all files allocated in the
system to the number of kinds of files.

Also, we define the coefficient of variation of server
utilization frequency Cv in order to evaluate the bal-
ance of the network utilization. Here, we define the
server utilization frequency as f;.

fi =Y A\ PaXix (26)
k

The mean value of f; gives as following equation.

S

E[fi] =

Let o be the standard deviation of f;, we can give oy
by use of these as follows.

High-speed

Commundication
Network

Fig.2 Anexample of a distributed information network system
(s =4,u=1,m=6).
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(i — E[fi])?
, \/ . (s~ BlA) o8)
S
We can give C'v by use of the above as follows.
gf
Cv = (29)
E[fi]

Moreover, we define the other parameters that deal
with the economic environments of the distributed sys-
tems as follows.

1. The local-global difference of the communication
cost : RCnf

2. The local-global difference of the communication
delay : RDnf

3. The service-communication rate : Rst
4. The cost rate of line class : C_rate[n]
5. The speed rate of line class : v_rate[n]

We denoted the coefficients, which is defined in
Sects. of 3.2 and 3.3, by the above parameters as follows.

1. The remote communication cost coefficient between

a server S; joined to a line of the class n and the
communication network Ctr;,,

Ctry, = RCnf - C_rate[n] - Ctl; (30)
2. The cost coefficient of the server S; Crs;
Crs; = Rst - Ctl, (31)

3. The cost coefficient of the line of the class n be-
tween a server S; and the communication network
Crlin

Crly, = C_rate[n] - Cl; (32)

Here, let Cl; to be the line cost coefficient between
a server S; and the communication network.

4. The remote communication delay coefficient be-

tween a server S; joined to a line of the class n
and the communication network Dtr;,

Dtr;, = RDnf - Dtl; /v_rate[n] (33)

On the basis of our definition, we select the values
of parameters for numerical calculation as follows.

1. The larger a local-global difference RCnf is, the
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more increasing a difference of the communication
cost between to a local server and to the other
servers is. To consider the impact of RCnf to the
distribution rate, we have the following values for
RCnf.

RCnf =1,2,3,...,10

2. The service-communication rate Rst denotes the ra-
tio of the local communication cost coefficient to
the server cost coefficient. Thus, we may have vari-
ous relations between the communication cost and
the server cost by varying Rst. To consider the im-
pact of Rst to the distribution rate, we have the
following values for Rst.

Rst = 1.0,10,20
4.2 Numerical Results and Considerations

Here, we show the optimization results for the above
problem. In this paper, we use the exhaustive search
for optimization. We obtain the assignment of files to
servers as the optimal solution. On the basis of this as-
signment, we calculate distribution rates, the total cost,
the total delay, and so on. We describe our consid-
erations about optimization results according to these
criterion.

In Fig. 3, we show trading-off relationship between
the storage costs and the communication costs. This fig-
ure shows the distribution property vs. the local-global
differences of the communication cost RCn f for differ-
ent values of the storage cost coefficient Cst, i.e., 0.1,
0.5, 1.0, 5.0, 10. As mentioned before, Rd is the ratio

4 + + + + g + ¢
35+ ) J
O — @ o
3 At Po8a-d A
o /
oo / .
2
© o
s 25f # 3 ‘Cst=0.1" o— -
3 'Cst=0.5" -+-
] # Q-G G0 'Cst=1.0' -0--
@ 'Cst=5.0" x
e 7 g8 'Cst=10" & -
2t ; 4
A
15 ¥ o8 4
B x x x
-’ T B it G TSP S
1 A & > * 4 e 4 /I 1 1 1
1 2 3 8 9 10

4 5 6 7
local-global differences RCnf

Fig. 3 A trading-off between the storage costs and the
communication costs (Rst = 1.0, RDnf = 5.0, Pw =
0.1).
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of the number of all files allocated in the system to the
number of kinds of files. That is, Rd means that there
exists the same files at Rd servers on the average. As
shown in Fig. 3, when the storage cost coefficient Cst is
larger, the distribution rates Rd become much smaller.
When the storage costs are small and the communica-
tion costs are larger than the storage costs, files should
be distributed to minimize the total cost. Particularly,
in the case Cst = 0.1 and 0.5, the distribution rate Rd is
saturated to 4.0. Rd = 4 means that all kinds of files are
assigned in all servers. However, when the storage costs
are very large, files should be centralized to minimize
the total cost. In the case Cst = 5.0 and 10, each file is
storaged in only one server approximately.

Moreover, as shown in Fig. 3, when RC'n f becomes
large, more files tend to be distributed. As RC'nf grows
larger, the communication costs to remote server become
increasing. Thus, files become to be distributed and the
distribution rates become increasing, so that files will
be declined necessity to communicate and the commu-
nication costs will be reduced. This tendency is also
generally evident. As you can see, when RCnf = 10,
most servers should storage all kinds of files if the stor-
age cost is not so large.

In Fig.4, we show the property of coefficient of
variation C'v vs. the local-global differences RC'nf for
different values of the storage cost coefficient Cst. It is
clear that the value of C'v becomes lower as RC'n f grows
larger. As RCnf grows larger, the distribution rates be-
come larger in Fig.3. Thus, this figure shows that the
utilization frequency of server in the network becomes
almost uniform as files become to be distributed. Com-
pared with Fig.3, you may see this tendency more ap-
parently. When Rd = 4, that is, when all kinds of files
are assigned in all servers, the value of C'v is nearing to

1.8 T T T T T T T T
R o Sy TV S SRy Y 'Cst=0.1" o—
\ 'Cst=0.5" -+-
' ‘Cst=1.0" -
16 % | 'Cst=5.0' » |
i 'Cst=10" &~
|
‘\
14} 1 1
> I\
o 1
P \
S Lol * x Al * * B — e 23 -4
5 12} ]
<
>
S [0} b R 3
= .
2 11 - 1
3 9.8
£
@
Q
© \
08 . 4
e 88 .g.g .0 a
*
06 E “'!3 4
R BN EEN = BRNY c B
\ A A e kRIS, AL = L
04 1 1 L L 1 1 L 1
1 2 3 8 9 10

4 5 6 7
local-global differences RCnf

Fig. 4 A property of coeflicient of variation C'v about RCnf
(Rst = 1.0, RDnf = 5.0, Pw = 0.1).
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0.

Next, we show the effect of file rewriting. In Fig. 5,
we show the distribution property vs. the local-global
differences RCnf for different values of the service-
communication rate Rst when we take the rewriting
probabilities Pw;; as 0.1. As shown in Fig.5, when
RCnf is small, the distribution rates Rd takes larger
values for larger values of Rst. As Rst grows larger,
the server costs become higher than the communication
costs. In particular, the increasing in the relay costs re-
quired to relay at server affects this tendency. As the
relay costs are increasing, files are distributed so that
the relays will be not required at local server. How-
ever, when RCnf is large, the property about Rst be-
comes inverse for the increasing in the rewriting costs.
The rewriting costs required to rewrite at remote servers
become larger as RCnf grows larger. To reduce the
rewriting costs, files tend to be centralized at servers
that have more access as Rst is large. This tendency is
much more apparent when the rewriting probabilities
are large.

In Fig. 6, we show the distribution property vs. the
local-global differences RCnf for different values of
the service-communication rate Rst, when we take the
rewriting probabilities Pw;; as 0.5. As you can see in
Fig. 6, the distribution rates Rd takes much smaller val-
ues as Rst is large. The increasing in the rewriting costs
affects this tendency greatly, for it happens to rewrite the
files very often. When Rst is 20, we may judge that the
rewriting costs become larger than the communication
costs. In this case, the distribution rates Rd becomes
smaller as RCn f grows larger in spite of the increasing
in the communication costs.

In Fig. 7, we show the distribution property for dif-
ferent values of the rewriting probabilities Pw;y i.e., 0,
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Fig. 5 A distribution property about RCnf when Pw = 0.1

(RDnf =5.0,Cst = 0.5).
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0.1, 0.3, 0.5, when we take Rst as 10. As shown in this
figure, the distribution rates Rd takes much larger val-
ues as Pw; is small. When Pw;. = 0, that is, when
file rewriting does not need to be considered such as
VOD, Rd is very large even for small values of RCnf.
However, when Pw is large, Rd takes smaller values,
for the increasing in the rewriting costs affects it more
greatly. In the case Pw;; is 0.5, that is, the frequency
of rewriting is once per two access to files, each file is
storaged in two server at most. In this paper, we apply
the write-through consistency protocol to the rewriting
protocol as described in Sect.2. We can imagine that
this is the reason for the serious increasing in the rewrit-
ing costs. When the rewriting probabilities are large, we
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Fig. 6 A distribution property about RCnf when Pw = 0.5
(RDnf = 5.0,Cst = 0.5).
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should consider other protocols.

Finally, we show the effect of the delay restriction
on the optimization of file allocation. In Fig. 8, we
show the property of the total delay vs. the local-global
differences of the communication delay RDnf for dif-
ferent values of the maximum total delay D,,,,.., i.e., 200,
100. We see the total delay are not affected by the restric-
tion when D,,,, = 200. However, when D,,,, = 100,
the restriction becomes to have influence on the total
delay in the case RDnf is more than 5.25. In this case,
the total delay in the optimal file allocation that min-
imize the total cost may exceed the maximum (D,,,,).
We show this effect of the restriction on the file allo-
cation in Fig.9. In the case RDnf is more than 5.25,
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Fig. 8 A delay property (RCnf = 3.0, Rst = 1.0, Pw = 0.1,

Cst = 0.5).
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files are more distributed to reduce the communication
delays. When RDnf = 6, each file is storaged in more
than three servers. In the case RDnf > 6, There is
no solution in which the total delay does not exceed
the maximum. This figure shows that files should be
distributed, when the maximum total delay is small.

In the above analysis, we set simple system param-
eters. We wish to analyze the other multimedia models
in future by the same method.

5. Conclusions

In this paper, we have optimized file allocation, such
that the total cost is minimized subject to the total delay
in distributed information network system. For consid-
ering this optimization problem in heterogeneous net-
work environment, we have presented the new model
of the system that covers wide range of multimedia net-
work applications, and have formulated this problem as
a 0—1 integer programming.

In distributed systems, the optimal file allocation
to minimize the total cost is dependent on a trading-off
between the communication costs and the storage costs.
As the numerical results, the larger the local-global dif-
ferences of the communication cost grow, the more files
should be distributed due to increasing in the commu-
nication costs. On the other hand, the larger the storage
costs are, the more files tend to be centralized to reduce
the total cost. Also, we have shown the effect of file
rewriting.

When the rewriting probabilities are large, the files
should be centralized to reduce the total cost for the
increasing in the rewriting costs. Moreover, we have
shown the allocation of files should be distributed when
the delay restriction is very severe.

As you may see in numerical results, we show the
general tendency in distributed systems quantitatively.
The system model presented here is very useful for eval-
uating various elements in constructing of a distributed
system.

The issues remained for future work are as follows.

e To find out more useful formulae for the design
of the optimal file allocation from the numerical
results.

e To examine the sensibility of a number of system
parameters in this model.

e To apply some general optimization methods like
the branch and bound for this model to deal with
more large scale systems.

e To adopt other rewriting protocols when the rewrit-
ing probabilities are large.

e To consider the system models including the relia-
bility of systems.
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